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Good Afternoon and welcome to the project 2016-02 CIP Virtualization workshop. Today you will hear from many of the SDT members of this project. Those members are as follows: Our co-chairs: Jay Cribb (Southern Co.) and Matt Hyatt (GSOC), members: Scott Klaminzer (Tacoma power), Robert Garcia (SPP, Inc.), Jake Brown (ERCOT), Norman Dang (Independent Electricity System Operator of Ontairo), Mark Riley (AECI), and Sharon Koller (American Transmission Co.)
 
The goal of this webinar is to present the SDTs current position regarding virtualization within the NERC standards. A key part to making this webinar successful will be your feedback. We highly encourage (and want) your participation with any and all questions\comments you may have. We also value your responses to the poll questions you will see throughout our webinar today. While the SDT will answer questions to the best of their knowledge, I want to take this time to remind folks that it is not the SDTs responsibility to address audit questions within currently approved standards. I would be happy to get you in contact with the correct ERO staff, if you have questions regarding this matter.  

With that, lets move to a couple of administrative items before we jump into the webinar. 
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It is NERC’s policy and practice to obey the antitrust laws and to avoid all conduct that 
unreasonably restrains competition. This policy requires the avoidance of any conduct 
that violates, or that might appear to violate, the antitrust laws. Among other things, the 
antitrust laws forbid any agreement between or among competitors regarding prices, 
availability of service, product design, terms of sale, division of markets, allocation of 
customers or any other activity that unreasonably restrains competition. It is the 
responsibility of every NERC participant and employee who may in any way affect NERC’s 
compliance with the antitrust laws to carry out this commitment.

NERC Antitrust
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Read antitrust
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Participants are reminded that this meeting is public. Notice of the meeting was widely 
distributed. Participants should keep in mind that the audience may include members of 
the press and representatives of various governmental authorities, in addition to the 
expected participation by industry stakeholders.

NERC Public Disclaimer
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NERC Public disclaimer

Thank you all for making the team to attend this webinar and I will now turn it over to Jay Cribb to cover our agenda for the day. 
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The content of this workshop represents the views of the Project 2016-02 standard 
drafting team regarding proposed revisions to NERC’s Reliability Standards. The purpose 
of this webinar is not to provide compliance advice for existing Reliability Standards. 
Questions regarding an individual entity’s compliance with existing Reliability Standards 
may be directed to ERO Enterprise compliance staff.

Standard Drafting Team Work Product
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• Workshop Objective (12:00 – 12:10 p.m. Eastern)
• How to Participate (12:10 – 12:25 p.m.)
• Virtualization Definitions and Example Infrastructure
 Establishing Infrastructure (12:25 – 12:50 p.m.) 

• Walk-thru Standards
o CIP-005 (1:00 – 2:30 p.m.) 
o CIP-007 (2:40 – 3:15 p.m.) 
o CIP-010 ( 3:25 – 4:20 p.m.) 

• Q&A (4:20 – 5:00 p.m.) 

Agenda
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Workshop Objectives
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Workshop Objectives
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Workshop Objectives
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Workshop Objectives
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These changes to CIP standards are to ENABLE
new methods/models

NOT
REQUIRE Them

Reminder
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•Add Virtual to Cyber Asset definition
•Add a new CIP standard for virtualization
•Move to System level with objective requirements

•Current Approach: Parallel approach within current standards 
through additional definitions and focused requirement changes

Previous Approaches
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Providing 
Feedback
Ask anonymously at anytime! 
Vote other’s questions up/down
Answer Polls and Surveys
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Hello everyone, I’m Sharon Koller with American Transmission Company, and we really appreciate your attendance and participation today. I’m going to talk about the logistics for today’s event so we can maximize the value for everyone, because today’s event is not just your typical Webinar… and we do not intend to power point you to death to today… it is a technical Workshop that is intended to be interactive in nature. Now it’s also not your typical Workshop because we cannot be in person, so we have had to get creative in order to maximize the effectiveness through a virtual forum, and that is why we are using Slido. So, before I talk about how to use Slido, let me just set the stage a little bit on how we will run today’s event and what we are looking to accomplish.

As you all know, the SDT has invested significant time in developing an approach to enable virtualization within the CIP Standards, and we need to check in with industry to confirm that our ideas and the direction we are taking achieve those objectives while maintaining backwards compatibility. We also recognize the complexity of this subject matter, and really need to hear from industry’s technical experts to gauge the effectiveness of our proposed modifications.

Today is all about you and your perspective. As a result, we are not going to hold Q&A for the end. Instead, we want you to have the ability to ask your questions and provide your opinions or ideas at any time as our presenters go through the content.  

Slido can be used from your mobile phone by scanning the QR code you see on the screen. Or if you have dual screens, you can open another browser window next to your WebEx and go to slido.com and enter the Event code 2016-02. As you saw on previous slides, we will keep the QR code and URL in the upper right corner of each slide so it is always available to you. 

So, while I talk about slido’s features and how to use it, why don’t you go ahead and get connected. I’ve also put a test poll question out there so you can see what this looks like when once you login. Let’s go to the next slide so I can show you the navigation.
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Slido Features and Navigation

Use the Mobile App or a Browser
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Again, you can use the mobile app or a browser to connect, and as you can see the interfaces are very similar and intuitive.

Slido gives us some pretty neat features that we will use today. It permits every attendee to submit questions/comments anonymously, just leave your name blank to stay in anonymous mode.  As attendees contribute, other attendees can see those anonymous submissions and express interest in other’s questions/comments by using the thumbs up/down feature. We will be moderating these as they come in, and interjecting during the presentations to pose the most popular questions/ideas to the SDT. We are using the thumbs up / thumbs down feature as a way to prioritize and manage what is likely to be a significant volume of feedback given how many are in attendance… and we want you to provide that feedback, so please chime in.

We will also use the Polling and Survey features in Slido.  Rather than having questions pop up in the WebEx, Slido controls these on a separate tab within the mobile app or a different page in the browser window. When a Poll or Survey is initiated, Slido will automatically switch to it so you know is active. You can toggle back to the Q&A at anytime while the Poll or Survey is open if you want to contribute a question or idea, and you can toggle back to the poll or survey at anytime as well. Your responses to these are also anonymous, and you can adjust your answers at anytime while the poll or survey is open. So, please watch for these because we have prepared these questions to get an idea from industry on where various organizations are at regarding virtualization, as well as to get your opinions about where this is headed. 

These will be a combination of multiple choice questions, as well as a few that allow free form text. This will help us gauge if we are targeting the right audience and will help us determine what other outreach might be needed after today’s event concludes. It will also provide valuable insight for the SDT on how to move forward with these modifications. 

With that, I’ll turn it over to Matt Hyatt from GSOC. Matt.
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Initial Survey
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Let’s take the first survey together so you can see how this works and so we can get to know our audience. You should see 7 questions under a survey labelled Demographics & Virtualization Maturity / Roadmap appearing on your mobile app or browser. Slido should have automatically taken you to the Poll tab when the survey opened, but in case that did not happen, go ahead and click on the Polls tab.

I’m going to walk through these with you in case you are new to slido, but feel free work ahead of me if you have used slido before and are familiar.

The first question is about the role you have within your organization. We recognize many of us wear multiple hats, so here you can select all that apply. This will help us understand our audience.

The second question is about the type of entity you work for. With a subject like virtualization, diversity of opinion is important, and this will help the SDT understand the different types of entities that contributed to the workshop today.

The 3rd question is about whether or not your organization is interested in applying the concepts we will go through today to your CIP environments, followed by the 4th question that gets into a little greater depth about the types of environments your entity has already virtualized.  Again, just leave the name field blank when answering and your responses will be anonymous.  And don’t worry, if you have not entered your name the default is already set to anonymous.

Hopefully everyone is getting the hang of it by now. Your answers won’t be calculated into the results until you hit send.  Also, if you already hit send, and you want to change any of your answers you should see a button on the Poll tab that says “Edit Response”. All of your answers will have been saved, but clicking this while the Survey is open will let you adjust and resend your survey responses.

Ok, back  to the survey. Questions 5-7 are similar in nature. Here the SDT is interested in if you are doing virtualization or not, and for which types of Cyber Assets.  You’ll see question 5 focuses specifically on the high or medium impact BES Cyber Systems; whereas questions 6 and 7 are about Applicable Systems associated to the BCS.  Question 6 focuses on the Electronic Access Control or Monitoring Systems, and question 7 focuses on the Physical Access Control Systems

Now, before I turn it over to Matt, here is how these polls/surveys will work for the remainder of the workshop.  As soon as we wrap up this survey, the SDT is going to dive into the concepts and mechanics of enabling virtualization inside CIP-005, CIP-007, and CIP-010. There are a number of new or revised definitions that accompany this content. I will close out the current survey that is currently open, and switch to one about those definitions. You should have received a hyperlink to an accompanying handout so you can see what the proposed words are (Don’t worry, if you do not have the link, the next slide will give it to you). I will leave the definitions survey open while Matt delivers this part of the content so you have time to read these and gain an understanding of how they are applied. We will do a Q&A right after this part of the presentation, so feel free to toggle away from the survey to the Q&A at anytime so you can ask questions and vote on other’s questions so we can open the floor with the most common ones after this section. We will also take a break after the Q&A where the definition survey will remain open so you can adjust any answers you may have already sent.

We will follow the same format after each section of content. So surveys will open for CIP-005, then CIP-007, then CIP-010 at the time when that content is being presented and will give you time during a break that follows to send in your answers. At the end we will have one final survey and Q&A .

With that, I’ll turn it over to Matt Hyatt from GSOC. Matt.
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•Virtualization Concepts and Mechanics with Compliance
Establish a Example Infrastructure
oHandout – Links sent to attendees via email

Walking the Pinecone Power example infrastructure through 
CIP-005, CIP-007, and CIP-010

Virtualization Walkthrough Format
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Thanks Sharon!

First, I would like to take a few minutes and walk through the format of the virtualization walkthrough portion of the workshop...

We will setup an example architecture, which is also included as a handout. This was sent out to the participants prior to this workshop but the link provided here as well.

One of the main requests we have had is to see what the new version of the standards look like from a practical sense; and that is what this workshop intends to do. We will then take a walk through the CIP-005 007 and 010 standards to see how the new draft requirements would work. As we go we would like your feedback via slido as Sharon mentioned previously. Let’s get started!
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Topology Example

Corporate 
Network

Transport 
Network
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So let’s go ahead and take a look at our sample infrastructure. This drawing is included with your handouts package, labeled “pinecone power current” in case you want to keep it up on another screen or device. It will be used throughout the workshop today and don’t worry if this looks complicated, we will be seeing this all afternoon, and we will break down each part to help you understand how the new draft standards would apply to it.

This selection of hardware was designed to be representative of a small subset of a typical hybrid virtualization scenario, that the SDT believes to be common in the industry. To make things a little simpler we wanted to also let you know ahead of time that ALL devices in this presentation have external routable connectivity.

For the next few hours we are all employees of one, Pine Cone power. Who employs a very simple, but virtualized infrastructure. Let’s go ahead and break this diagram down for further clarity. 
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• Asset List
 Control Center (High)
o Containerized Historian used for Operational Decisions 
o Geographically Distributed Virtual EMS System
o Geographically Distributed Hypervisor Cluster, Including its Management System 
o Lights Out Management Module 
o Geographically Distributed Storage Array
o Hypervisor Management Tool
 Substation (Medium)
o 500kv Relay
 Corporate Network
o Jumphost w/ MFA for Remote Access associated with Substation
o Hypervisors associated with Substation
o Centralized PACS System associated with Medium Impact BCS

Asset List

Presenter
Presentation Notes
Speaker: Matt

When we set out to develop this webinar, we realized that we could not address all configurations. This is the list of selected assets that were chosen by the SDT to provide a wide sampling of devices… Lets go ahead and look at the definitions for each. 

Note that the definitions are also included in your handouts for further reference
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Geographically Distributed Virtual EMS System
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This example drawing does not reflect a position of NERC or the Standards Drafting Team
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BES Cyber Asset

A Cyber Asset or Virtual Cyber Asset; 
excluding Shared Cyber Infrastructure , that 
if rendered unavailable, degraded, or 
misused would, within 15 minutes of its 
required operation, misoperation, or 
non‐operation, adversely impact one or 
more Facilities, systems, or equipment, 
which, if destroyed, degraded, or otherwise 
rendered unavailable when needed, would 
affect the reliable operation of the Bulk 
Electric System. Redundancy of affected 
Facilities, systems, and equipment shall not 
be considered when determining adverse 
impact. Each BES Cyber Asset is included in 
one or more BES Cyber Systems. 

Virtual Cyber Asset
A logical instance of an 
operating system or 
firmware hosted on Shared 
Cyber Infrastructure.
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Lets first look at our virtualized energy management system that is spanned across two datacenters for primary and backup control centers. It has primary control for Pinecone Power and has a 15 minute impact to the BES. 

With that said, lets see the new definition.The new definition of a “Virtual Cyber Asset” is..

A logical instance of an operating system or firmware hosted on Shared Cyber Infrastructure.

It is a Virtual Cyber Asset because it is a logical instance of an operating system. The new VCA definition is in included in the BCA definition. This means that a BCA can be either physical or virtual by form.
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Containerized Historian used for Operational Decisions

Self-Contained Application

Immutable software binaries 
containing operating system 
dependencies and application 
software packaged to execute 
in an isolated environment.
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This is a containerized historian that is used for operational decisions. It is running on top of the EMS server’s virtual cyber asset mentioned in the previous slide. The definition of Self-Contained applications is…

Immutable software binaries containing operating system dependencies and application software packaged to execute in an isolated environment.

This “SCA” or container has a 15-minute operational impact because it is used for making operational decisions.
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These geographically distributed hypervisors are supporting the EMS. As you can see in the drawing, the Hypervisor is sharing its resources with the virtual machines above. The definition of SCI is…(read the def). 

One or more programmable electronic devices (excluding Management Modules) and their software that share their computer or storage resources with one or more Virtual Cyber Assets or other Cyber Assets; including Management Systems used to initialize, deploy, or configure the SCI.

These hypervisors have a 15 minute impact because they can directly impact the hosted EMS servers. For the purpose of this demonstration We are treating the depicted SCI as one instance of SCI that is geographically distributed across the two control centers.
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One or more programmable 
electronic devices (excluding 
Management Modules) and their 
software that share their 
computer or storage resources 
with one or more Virtual Cyber 
Assets or other Cyber Assets; 
including Management Systems 
used to initialize, deploy, or 
configure the SCI.
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These hypervisors at the lower left of your screen.. support the PACS and EACMS for the medium substation. These are currently split using affinity rules within the hypervisor to ensure they are running on separated hypervisors, this will be important later when we get to requirements. These also meet the new SCI definition, and they are supporting the EACMS and PACS for the medium substation on the lower right of the diagram.
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Management Module
An autonomous subsystem of 
a Cyber Asset or SCI that 
provides management and 
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independently of the host 
system's CPU, firmware (BIOS 
or UEFI), and operating 
system.
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These management modules are used to remotely configure/control/repair the physical systems in the case of a failure. The new definition that describes these as….

 An autonomous subsystem of a Cyber Asset or SCI that provides management and monitoring capabilities independently of the host system's CPU, firmware (BIOS or UEFI), and operating system.

This definition is intended to clarify devices like ILO or iDRAC systems that are integrated into servers that are used for the purposes of disaster recovery, remote access, or recovery tasks. For the purposes of this demonstration… these management modules do not allow interactive remote access.
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Shared Cyber Infrastructure
One or more programmable 
electronic devices (excluding 
Management Modules) and their 
software that share their computer 
or storage resources with one or 
more Virtual Cyber Assets or other 
Cyber Assets; including Management 
Systems used to initialize, deploy, or 
configure the SCI.

Management Systems
Any combination of Cyber Assets or 
Virtual Cyber Assets that establish and 
maintain the integrity of Virtual Cyber 
Assets or Cyber Assets, through 
control of the processes for 
initializing, deploying and configuring 
those assets and systems; excluding 
Management Modules.

Presenter
Presentation Notes
Speaker: Matt

This is a centralized hypervisor management tool, in this case it is a vcenter, that is managing and configuring the other hypervisors on the drawing. 

The new definition of a Management System is….

Any combination of Cyber Assets or Virtual Cyber Assets that establish and maintain the integrity of Virtual Cyber Assets or Cyber Assets, through control of the processes for initializing, deploying and configuring those assets and systems; excluding Management Modules.

Note that Management Systems are included as a part of the Shared Cyber Infrastructure for the purposes of applicability

Also note that the hypervisors are separated by affinity rules within the hypervisor platform to ensure that it runs on separate CPU and memory from the BCS. This will also be important later.
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Shared Cyber Infrastructure
One or more programmable 
electronic devices (excluding 
Management Modules) and their 
software that share their 
computer or storage resources 
with one or more Virtual Cyber 
Assets or other Cyber Assets; 
including Management Systems 
used to initialize, deploy, or 
configure the SCI.

Presenter
Presentation Notes
Speaker: Matt

These storage arrays support the energy management system and replicate data between sites to ensure quick recovery in the case of a failure.

They share their resources with the energy management system and are therefor classified as a Shared Cyber Infrastructure.

This set of storage arrays is managed by a web interface that runs directly on the arrays, so there is no Management System that is a part of this SCI. For the purposes of this example we are treating these storage arrays as one geographically separated SCI that is distinct from the hypervisors on the drawing.
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BES Cyber Asset
A Cyber Asset or Virtual Cyber Asset; 
excluding Shared Cyber Infrastructure , that 
if rendered unavailable, degraded, or 
misused would, within 15 minutes of its 
required operation, misoperation, or 
non‐operation, adversely impact one or 
more Facilities, systems, or equipment, 
which, if destroyed, degraded, or otherwise 
rendered unavailable when needed, would 
affect the reliable operation of the Bulk 
Electric System. Redundancy of affected 
Facilities, systems, and equipment shall not 
be considered when determining adverse 
impact. Each BES Cyber Asset is included in 
one or more BES Cyber Systems. 

Presenter
Presentation Notes
Speaker: Matt

This example 500KV relay is to provide a look at backward compatibility and is a common physical 500kv relay that would support a substation… meeting the Cyber Asset definition just as today.
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Physical Access Control Systems
Cyber Assets or Virtual Cyber Assets that 
control, alert, or log access to the Physical 
Security Perimeter(s), exclusive of locally 
mounted hardware or devices at the 
Physical Security Perimeter such as motion 
sensors, electronic lock control 
mechanisms, and badge readers.

Virtual Cyber Asset
A logical instance of an 
operating system or 
firmware hosted on Shared 
Cyber Infrastructure.

Presenter
Presentation Notes
Speaker: Matt

This is a virtualized PACS server, it is the centralized point for managing badge readers in the field at pinecone power. It is a virtual machine that resides on Shared Cyber Infrastructure. Keep in mind that this is the PACS for the medium substation and does not have any relationship to the high impact control centers above.

Note that one minor addition was made to the PACS definition to allow a virtual cyber asset to be a PACS.
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Electronic Access Control or Monitoring Systems
Cyber Assets or Virtual Cyber Assets that perform 
electronic access control or electronic access monitoring 
or the logical isolation of BES Cyber Systems. This includes 
Intermediate Systems.

Intermediate System

A type of EACMS that is used  to 
restrict Interactive Remote Access.

Interactive Remote Access

User-initiated access by a 
person employing a remote 
access client. 

Presenter
Presentation Notes
Speaker: Matt

This jumphost on the lower left is a remote desktop server with RSA multi-factor authentication. It allows Interactive Remote Access to devices at substations and is classified as an EACMS and intermediate system..

The updated definition of EACMS allows it to be a virtual cyber asset as well as moves away from the descriptors that created the ESP concept, we will talk more about that later on in the CIP-005 section.

It now reads…
Cyber Assets or Virtual Cyber Assets that perform electronic access control or electronic access  monitoring or the logical isolation of BES Cyber Systems. This includes Intermediate Systems.

The new definition of Intermediate System is 
A type of EACMS that is used  to restrict Interactive Remote Access.

The new definition of IRA is
User-initiated access by a person employing a remote access client.

Note that this definition of IRA is very simplified over the currently approved definition that included more scoping information, this will be explained in a later slide in the requirements.
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• Asset List
 Control Center (containing High Assets)
o Containerized Historian used for Operational Decisions (BCA, VCA)
o Geographically Distributed Virtual EMS System (BCA, VCA)
o Geographically Distributed Hypervisor Cluster, Including its Management System (Shared Cyber Infrastructure)
o Lights Out Management Module (Management Module)
o Geographically Distributed Storage Array (Shared Cyber Infrastructure)
o Hypervisor Management Tool (Management System)
 Medium Substation (containing Medium Assets)
o 500kv Relay (BES Cyber Asset)
o Centralized PACS System associated with Medium Impact BCS (PACS)
o Jumphost w/ MFA for Remote Access associated with Medium Impact BCS (EACMS)
o Hypervisors associated with Medium Impact BCS (Shared Cyber Infrastructure)

Asset List

Presenter
Presentation Notes
Speaker: Matt

For simplicity and to keep focus, Imagine that we have just already run through our CIP-002 processes and we have a good understanding of which devices we have, and which definitions they meet at this time. Those are listed in red here. Don’t worry about writing this down… 
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

• Asset List
 Control Center (containing High Assets)
o Containerized Historian used for Operational Decisions (BCA, VCA)
o Geographically Distributed Virtual EMS System (BCA, VCA)
o Geographically Distributed Hypervisor Cluster, Including its Management System 

(Shared Cyber Infrastructure)
o Lights Out Management Module (Management Module)
o Geographically Distributed Storage Array (Shared Cyber Infrastructure)
o Hypervisor Management Tool (Management System)

 Medium Substation (containing Medium Assets)
o 500kv Relay (BES Cyber Asset)
o Centralized PACS System associated with Medium Impact BCS (PACS)
o Jumphost w/ MFA for Remote Access associated with Medium Impact BCS (EACMS)
o Hypervisor associated with Medium Impact BCS (Management System)

Mapping Asset List to Visual Aid

Presenter
Presentation Notes
Speaker: Matt

To make things easier to follow along, We have developed the tool on the that will stay on the left to give you a visual aid from the topology diagram and to know when the standard applies to them as we move through the standards. The red arrows over to the left will indicate that the asset is appliable to the requirement language as we go along. 

Let me hand it over to Sharon to tell you how the break will work.

(Matt segment took ~15 mins)
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Q&A Response

Presenter
Presentation Notes
Should we add a slide here to address comments over the break before moving on? -Matt
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Break
We will return at X:XX p.m. Eastern

Presenter
Presentation Notes
Speaker: Jordan

During the Break, we will have open a slido survey to get your perspectives on the content we just delivered. Please take few moments to complete this brief survey.
Handouts link, etc needs to go here
Q&A Description goes here
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Q&A Response

Presenter
Presentation Notes
Should we add a slide here to address comments over the break before moving on? -Matt
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

• Asset List
 Control Center (containing High Assets)
o Containerized Historian used for Operational Decisions (BCA, VCA)
o Geographically Distributed Virtual EMS System (BCA, VCA)
o Geographically Distributed Hypervisor Cluster, Including its Management System 

(Shared Cyber Infrastructure)
o Lights Out Management Module (Management Module)
o Geographically Distributed Storage Array (Shared Cyber Infrastructure)
o Hypervisor Management Tool (Management System)

 Medium Substation (containing Medium Assets)
o 500kv Relay (BES Cyber Asset)
o Centralized PACS System associated with Medium Impact BCS (PACS)
o Jumphost w/ MFA for Remote Access associated with Medium Impact BCS (EACMS)
o Hypervisor associated with Medium Impact BCS (Shared Cyber Infrastructure)

Mapping Asset List to Visual Aid

Presenter
Presentation Notes
Speaker: Matt

As a reminder, in the previous section we told you about a tool that would show you which assets applicable to the current standard being presented. As a reminder, it will stay on the left of the screen as much as possible.
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Proposed CIP-005 Requirement R1

Presenter
Presentation Notes
Speaker: Matt

Let’s first look at the high level requirement for CIP-005 R1. The high level CIP-005 R1, looks much like the original, however it has been retargeted away from the ESP concept and leans on the concept of logical isolation. We will discuss that in more detail as we go through the subparts. 

Now that we are a part of pinecone power, we are going to be looking at how to comply with this draft set of standards.
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Simplified Asset List
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Proposed CIP-005 R1 Part 1.1

Presenter
Presentation Notes
Speaker: Matt

Let’s first take a look at the modified version of CIP-005 R1 Part R1.1. Notice how it does not include the concept of establishing an ESP, it is now an objective to permit only needed communications to and from the applicable systems. Let’s take a look at how pinecone power would attempt to comply with this requirement subpart.
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CIP-005 R1 Part 1.1 - Perimeter Model

CIP-005 R1 Part 1.1

Permit only needed and 
controlled communications to and 
from applicable systems either 
individually or as a group and 
logically isolate all other 
communications, excluding time-
sensitive protection or control 
functions between intelligent 
electronic devices (e.g., 
communications using protocol 
IEC TR-61850-90-5 R-GOOSE).

Indicates Applicability
Indicates Controls

Implemented Controls – Option 1
1.1 at Firewalls;  implemented on Hypervisor 
for PACS/EACMS

Presenter
Presentation Notes
Speaker: Matt

The draft team has agreed that the best way to explain R1 is to use a diagram to show where the concepts apply.  We are going to use the drawing from your handouts to do this. 

Let’s pull that architecture diagram and see what is applicable, and where you would need to apply controls to comply with the requirements. On the drawing, you will see that there are Circles and Arrows. The circles indicate what was in the applicable systems column. And the arrows indicate where we need to do the work or apply a control.

The new requirement reads… 

Permit only needed and controlled communications to and from applicable systems either individually or as a group and logically isolate all other communications, excluding time-sensitive protection or control functions between intelligent electronic devices (e.g., communications using protocol IEC TR-61850-90-5 R-GOOSE).

The approved requirement language that focuses on constructing and maintaining the integrity of an ESP does not map well to other types of models like VLANs or Zero Trust. We have several previous webinars that go into the detail on that subject; but lets just hold the assumption that it doesn’t map well for now.

Because the objective does not change with technology… which is to permit only needed and controlled communications to and from applicable systems.. It is really the core of the security objective that we want… the SDT has realigned this requirement to be closer to the objective and away from a specific method of security. The hope is that this will be a prescriptive “What” without being a prescriptive “How” and track better with technology over time.

As you can see in this first, perimeter-based security model, the virtual EMS, the PACS hosted on SCI, EACMS hosted on SCI and medium 500kv relay are applicable to this requirement. In pinecone power’s example, we are going to implement access control at the firewalls and access control at the hypervisors for the PACS and EACMS.

Evidence for this requirement subpart would be derived from configurations on all of the relevant systems, those with the arrows pointing to them…. in this case the firewalls and hypervisors. 

For the high control centers, in pinecone power’s example.. We are using firewalls to control access to and from the BES cyber systems. At the medium substation, the firewall is controlling access to the medium BES cyber System.

Let me also direct you to the hypervisors on the bottom left. Because the PACS and EACMS on SCI are applicable to this requirement…. regardless of where they sit… control access to and from them is required as well. In pinecone power’s example, they have done this by implementing access control on the hypervisor itself. In this model an ACL directly on the device is sufficient to control access for logical isolation as long as it can be shown to be effective.

At this point pinecone power has decided to go with the perimeter model that most of us are accustomed to, but what if they decided to use a different model like VLANs?
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CIP-005 R1 Part 1.1 – VLAN Model

Indicates Applicability
Indicates Controls

CIP-005 R1 Part 1.1

Permit only needed and 
controlled communications to and 
from applicable systems either 
individually or as a group and 
logically isolate all other 
communications, excluding time-
sensitive protection or control 
functions between intelligent 
electronic devices (e.g., 
communications using protocol 
IEC TR-61850-90-5 R-GOOSE).

Implemented Controls – Option 2
1.1 implemented at Firewalls and switches; 
1.1 implemented on Hypervisor for 
PACS/EACMS

Presenter
Presentation Notes
Speaker: Matt

Here we have the same picture; but notice how the switches are now meeting two definitions, they are both a BCA and an EACMS…. this is because they are performing access control need to me R1.1 in addition to being a key component and have a direct impact within 15 minutes to the BES. In this case the isolation requirements can move to the switches. 

Evidence in this case would include configurations of the switches, firewalls and hypervisors…  enforcing the logical isolation.

Depending on the level of automation that the entity has in place… this could add additional complexity. To reduce this complexity, many technologies rely on policies that are distributed by a controller to ensure that all of the device are configured properly. 

What if pinecone power wanted to keep going further up the automation and security chain… and wanted to implement something like a zero-trust methodology? 
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CIP-005 R1 Part 1.1 – Zero Trust Model

Indicates Applicability
Indicates Controls

CIP-005 R1 Part 1.1

Permit only needed and 
controlled communications to and 
from applicable systems either 
individually or as a group and 
logically isolate all other 
communications, excluding time-
sensitive protection or control 
functions between intelligent 
electronic devices (e.g., 
communications using protocol 
IEC TR-61850-90-5 R-GOOSE).

Implemented Controls – Option 2
1.1 Implemented by policy at Firewalls, 
Switches, and Hypervisors;
1.1 implemented on Hypervisor for 
PACS/EACMS

Presenter
Presentation Notes
Speaker: Matt

Let’s talk a little about zero trust at this point. In the zero trust model everything also carries the role of an EACMS, however the configuration is centralized by a policy controller. While this may look like there is more to do.. There is a centralized policy controller that ensure the controls are applied correctly. Evidence in this model would be that each device is enrolled and enforcing the policies as well as the rules defined in the policy controller. 

As in the previous model, although this may seem complex… but this model allows the finest amount of control and requires automation to implement effectively.. This results in a much stronger security posture if implemented correctly. We have another webinar that details this approach and I would highly recommend you going and taking at that, you can find it on our 2016-02 team page on the NERC website.

At this point less pause here and address of a few of the outstanding questions that we had on this section. (Check Slido)

(Matt segment took 12mins without Q&A)
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Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
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Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
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Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
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Lights Out Management 
Module
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Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)
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Speaker: Scott

Thanks Matt,

Here we have CIP-005 R1 Part 1.2.

Since the proposed Requirement Part 1.2 is not related to the current 1.2 language, we decided to present a clean version of the requirement language.

Unlike Requirement 1 Part 1.1, the objective of which is protecting the BES Cyber and associated Systems, the objective of Part 1.2 is protecting the underlay which hosts the BES Cyber or associated Systems. 

Additionally, where the risk is greatest, we have also included required protections for the devices that perform the logical isolation for the BES Cyber Syestm.

As you an see, this is applicable to the:
* Shared Cyber Infrastructure (SCI)
* Management Modules of SCI
* EACMS that logically isolate HI and MI BCS


The Objective of R1 Part 1.2 is to isolate the hardware supporting the Management environments of the SCI from the Tennant environments, be they BCS, or associated EACMS or PACS. In other words, to make is so the tenants cannot alter the hosting environment, so that the concept of mixed-trust can be avoided.

This is accomplished through three sub-parts:
1.2.1 objective is to isolate the CPU and memory supporting the management environments, in order to avoid side-channel attacks from tenants, etc.
1.2.2 objective is to limit communication to management interfaces and systems, to reduce the attack surface of the management environments, and
1.2.3 objective is to deny communication form the BCS tenants to the management environment, which also reduces the attack surface of the management environment.

Now lets take a look at how we might accomplish this given the systems Pinecone Power is implementing.

Next slide Please:
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CIP-005 R1 Part 1.2 – Perimeter Model

CIP-005 R1 Part 1.2
1.2.1. Management Systems may only 
share CPU and memory with other 
Management Systems and its 
associated SCI, per system capability. 
1.2.2. Have one or more methods for 
permitting only needed and controlled 
communications to and from its 
Management Interfaces and 
Management Systems, logically 
isolating all other communications.
1.2.3. Deny communications from BES 
Cyber Systems and their associated 
PCAs to the Management Interfaces 
and Management Systems, per system 
capability.
Option 1

1.2.1 CPU/Memory Affinity Rule at Hypervisor
1.2.2 ACL implemented at each device
1.2.3 ACL implemented at each device

Indicates Applicability
Indicates Controls

Presenter
Presentation Notes
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Because Requirement 1 Part 1.2 applies to the underlay supporting virtualized environments, the controls get applied at the hypervisor level, typically through the use of a Management System. 

This is because the requirement language is working at a lower level than the language of Part 1.1 and the objective of 1.2 cannot be fulfilled through perimeter only controls.

In some cases it will be possible to re-use controls that applied to R1 Part 1.1 to demostrate compliance with R1 part 1.2, depending on the implementation. If we focus on implementing the perimeter model for R1 Part 1.1, we will likely not be able to make use of those controls to fulfil the objective of Part 1.2.

In the Pinecone Power Perimeter implementation above, moving top-left to bottom-right, 

We start with the Primary High Impact Control Center which contains a virtualized BCS, and the hypervisor cluster and storage array supporting it. The hypervisor has a Management Module. Protections for R1 Parts 1.2.1 through 1.2.3 are applicable and are applied on the hypervisor, its Management System (which happens to be at the Backup Control Center) and its Management Module as well as the storage array. In order to accomplish this in the perimeter model, we will make use of controls built into the hypervisor, the Management Module and the storage array. 

The hypervisor cluster has affinity controls to determine which processor and memory bank the Management System resides on (and Pinecone Power has placed it on a hypervisor within the cluster, that is t the Backup Control Center, effectively fulfilling Part 1.2.1 for the Primary Control Center's hypervisor) These can be set using the Management System of the Hypervisor, (such as vSphere, vCenter or via ESXi directly.)

We employ the local hypervisor's firewall controls to limit the communications for Parts 1.2.2 and 1.2.3. (likely via vSphere, vCenter, ESXi, or NSX, but …)

The Storage Array controls are implemented via its web based Management System. Part 1.2.1 is fulfilled by the design of the device, since it has a web based Management System that is physically located on the same CPU and memory as the SCI itself, which is isolated from the BCS. This Management System would likely have controls to allow specific IP addresses to be able to access the web based Management System, while restricting all others in support of Part 1.2.2 and 1.2.3. (Caveat, the SDT has not yet dealt with the SCI Storage Array that is providing storage space to physical BCAs that are part of a BCS. We are waiting for the results of the BCSI team efforts to updates CIP-011 before we address how this would function with the proposed changes to CIP-005.)

The Management Module is a self contained system, so it already has CPU and memory isolation from the SCI's hosted BCS, so Pinecone documented the capabilities of the iLO/DRAC card from the vendor. This fulfills Part 1.2.1.

For 1.2.2 & 1.2.3 we employ local Management Module IP address access controls to restrict what can access the Management Module over the network.

The rest of the environment falls in line with these controls where similar devices and functions are implemented, such as the Hypervisor supporting the EACMS Jump host and PACS for the Medium Impact BCS.

The major shift that you see above that differs from current CIP-005 is how we treat the Firewalls which are providing the controls for CIP-005 R1 Part 1.1 discussed earlier.  We must now control any Management Systems associated with these Firewalls such as Cisco ISE, or ASDM to follow the 1.2 Requirements. If using Cisco ISE, you have likely implemented this in an architecture that already supports Part 1.2.1, However, if you are using something like ASDM which can run on most desktop environments, you will need to ensure that you do not make use of a part of your BCS to host the ASDM client application. 

In order to support Parts 1.2.2 and 1.2.3 you will need to control access in some way, ensuring that no BCS can gain access the management Interfaces. It is often simplest to establish an out-of-band Management VLAN to support these requirement parts, however this is not required.

Next Slide Please
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CIP-005 R1 Part 1.2 – VLAN Model

CIP-005 R1 Part 1.2
1.2.1. Management Systems may only 
share CPU and memory with other 
Management Systems and its 
associated SCI, per system capability. 
1.2.2. Have one or more methods for 
permitting only needed and controlled 
communications to and from its 
Management Interfaces and 
Management Systems, logically 
isolating all other communications.
1.2.3. Deny communications from BES 
Cyber Systems and their associated 
PCAs to the Management Interfaces 
and Management Systems, per system 
capability.

Option 2
1.2.1 CPU/Memory Affinity Rule at 
Hypervisor
1.2.2 VLANs Implemented at the Switch; ACL
on the Corporate Hypervisor
1.2.3 VLANs Implemented at the Switch 

Indicates Applicability
Indicates Controls
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The objective of including EACMS that performs logical isolation in the Applicability of Part 1.2 is to ensure that the BES Cyber System cannot modify its own isolation, this is even more important in a Virtualized environment, since the Hypervisor provides much of that isolation in many implementations. The SDT felt this was a reasonable compromise while allowing VLANs for isolation. 

Now in the VLAN implementation at Pinecone Power, the Switch is an EACMS controlling logical isolation of the BCS, and has applicability to R1 Part 1.2… This allows you to create an out-of-band management VLAN, which can effectively solve Requirement Parts 1.2.2 & 1.2.3 for the Primary and Backup Control Centers’ Hypervisor Cluster. 

The Core Switch is a special case:
Because the it is  both  a BCA and an applicable EACMS to Part 1.2. At Pinecone, this device will make use of the per system capability clause within Part 1.2.1 because the CPU is shared by the BCA and the built-in management capabilities of the device. This “per system capability” also applies to Part 1.2.3 on the switch, since there is no way to isolate the switch as a BCA from the switch on-board Management environment, since they are all part of the same device. Pinecone will, however create and maintain the out-of-band Management VLAN on the switch, in order to ensure that the Management System on the switch is accessed through this VLAN and other BCAs are isolated. 

This is a nuanced approach and one which is important to understand for devices that fulfill both the BCA and EACMS definitions.

The Management VLAN is used to effectively fulfill parts 1.2.2 and 1.2.3 for the other applicable systems. 
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CIP-005 R1 Part 1.2 – Zero Trust Model

CIP-005 R1 Part 1.2
1.2.1. Management Systems may only 
share CPU and memory with other 
Management Systems and its 
associated SCI, per system capability. 
1.2.2. Have one or more methods for 
permitting only needed and controlled 
communications to and from its 
Management Interfaces and 
Management Systems, logically 
isolating all other communications.
1.2.3. Deny communications from BES 
Cyber Systems and their associated 
PCAs to the Management Interfaces 
and Management Systems, per system 
capability.

Option 2
1.2.1 CPU/Memory Affinity Rule at 
Hypervisor
1.2.2 VLANs Implemented at the Switch; ACL
on the Corporate Hypervisor
1.2.3 VLANs Implemented at the Switch 

Indicates Applicability

Indicates Controls
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If Pinecone implements the Zero-Trust model, you can see even more systems have applicability, due to the EACMS inclusion in Part 1.2 Applicability.

If you remember, with Zero-Trust just about everything is applying access controls, and would then fall into the EACMS definition as well as the original definition of BCS, BCA or SCI etc.

But, remember, we really must make use of a Policy Engine to implement Zero-Trust, it’s not something that an be done using controls on each individual system. In this case, Pinecone is implementing VMware's NSX, and integrating all the various systems in the environment. This integration process, while not simple, builds an environment with a single interface to create and enforce security policies that apply across the environment holistically. In effect Pinecone could have a single Policy that provides all the controls of CIP-005 R1 Parts 1.1 & 1.2, and by documenting the policy configuration you demonstrate these controls and where the policy applies.

So Pinecone can build-in automation that reuses compliance evidence. This is a big win for the effort it took to integrate the environment.

The evidence of compliance is driven by NSX and is simpler than exporting all the configurations from the multitude of devices individually. In many cases this can be a simpler compliance evidence set than each of the previous models.

The Core Switch is still a special case:
The same caveats apply to the core switch again for Parts 1.2.1 & 1.2.3 because the device is both a BCA and an applicable EACMS. At Pinecone, this device does not have the capability to isolate the on-board Management System from itself, and therefore they must document the capabilities of the device to take the per system capability exception.

Now I’ll pass it back to Matt to facilitate any questions.
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Proposed CIP-005 R1 Part 1.3

Presenter
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CIP-005 R1 Part R1.3 is a new requirement which enables what was historically referred to as a SuperESP.

In essence this requirement enables data within a single BES Cyber System to traverse multiple geographic locations if the confidentiality and integrity of that communication is appropriately protected.

Although many feel that this connectivity has been previously allowed per CIP 6 R1.10 feedback from the ERO Enterprise indicates that those requirement do not take into account the logical connectivity between locations.

Additionally, the Drafting Team does not intend for this requirement to conflict with CIP 12 as the CIP 12 requirements focus on Control Center to Control Center communications.
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CIP-005 R1 Part 1.3 – Perimeter Model

CIP-005 R1 Part 1.3

Protect the confidentiality and integrity of the 
data traversing communication links that span 
multiple geographical locations, where 
methods from Part 1.1 or Part 1.2.2 are not 
applied, excluding Real-time Assessment and 
Real-time monitoring data while being 
transmitted between Control Centers subject 
to CIP-012 and excluding time-sensitive 
protection or control functions between 
intelligent electronic devices (e.g., 
communications using protocol IEC TR-61850-
90-5 R-GOOSE).

Implemented Protection
• Part 1.1 and 1.2.2 Firewalls controlling 

communications; Hypervisor Controlling on behalf 
of EACMS and PACS

• Encryption via VPN gateway protecting integrity 
and confidentiality between Primary and Backup

Indicates Applicability
Indicates Controls

Presenter
Presentation Notes
Speaker: Robert

We will be covering several ways in which Pinecone Power may choose to comply with this requirement.

In this example, the use of a VPN tunnel between the Primary and Backup control center enables this communication to be encrypted meeting the goal of the requirement.
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CIP-005 R1 Part 1.3 – VLAN Model

CIP-005 R1 Part 1.3

Protect the confidentiality and integrity of the 
data traversing communication links that span 
multiple geographical locations, where 
methods from Part 1.1 or Part 1.2.2 are not 
applied, excluding Real-time Assessment and 
Real-time monitoring data while being 
transmitted between Control Centers subject 
to CIP-012 and excluding time-sensitive 
protection or control functions between 
intelligent electronic devices (e.g., 
communications using protocol IEC TR-61850-
90-5 R-GOOSE).

Implemented Protection
• Part 1.1 and 1.2.2 Firewalls controlling 

communications; Hypervisor Controlling on behalf 
of EACMS and PACS

• Encryption via VPN gateway protecting integrity 
and confidentiality between Primary and Backup

Indicates Applicability
Indicates Controls
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This solution utilizes MACSec, a hardware based encryption technology between directly connected devices, to allow multiple VLANs to be passed between locations.

This example enables a simple Layer 2 network extension between facilities in addition to Layer 3 connectivity.
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CIP-005 R1 Part 1.3 – Zero Trust Model

CIP-005 R1 Part 1.3

Protect the confidentiality and integrity of the 
data traversing communication links that span 
multiple geographical locations, where 
methods from Part 1.1 or Part 1.2.2 are not 
applied, excluding Real-time Assessment and 
Real-time monitoring data while being 
transmitted between Control Centers subject 
to CIP-012 and excluding time-sensitive 
protection or control functions between 
intelligent electronic devices (e.g., 
communications using protocol IEC TR-61850-
90-5 R-GOOSE).

Implemented Protection
• Part 1.1 and 1.2.2 Firewalls controlling 

communications; Hypervisor Controlling on behalf 
of EACMS and PACS

• Encryption via VPN gateway protecting integrity 
and confidentiality between Primary and Backup

Indicates Applicability
Indicates Controls

Presenter
Presentation Notes
Speaker: Robert

The Zero Trust architecture depicted makes use of encrypted tunnels between the Hypervisors or Switches to allow the hosts at each location to communicate with each other in a secure manner.

For all of these examples, evidence of compliance would be generated from the configuration and policy of the devices utilized to enforce and/or provide the encryption of communication between locations.
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Q&A Response

Presenter
Presentation Notes
Should we add a slide here to address comments over the break before moving on? -Matt
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-005 R1 Part 1.4

Presenter
Presentation Notes
Speaker: Norm


Change in focus from Assets to Systems

Technical Feasibility Exception – the language is changed to as per system capability
PACS (Hosted on SCI) and EACMS (Hosted on SCI) added to the applicability (protect the same as the high/ med BES being hosted)

Also added is the SCI (that has dial-up) which is hosting the high/ med impact BES 

Note, for this example: 
Pinecone has a standards practices and procedures document that indicates that dialup is not allowed.
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-005 R1 Part 1.5

Presenter
Presentation Notes
Speaker: Norm

a) The language is updated to support the zero trust model. Electronic Access Points – disappears and is replaced the required isolation in Requirement R1 Part 1.2 or Part 1.2.2
b) The requirement language was updated to make it clear that IP communications is targeted rather than “all communications “ (i.e. fibre channel)

Applicability column updated to remove EAP and add the contents of the logical isolation BCS, PCA, PACS (hosted on SCI and EACMS on (hosted on SCI)

SCI hosting High Impact BCS or SCI hosting Med Impact BCS at Control Centers added to ensure the SCI is protected just as well as the BCS being hosted.
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Hypervisor
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CIP-005 R1 Part 1.5

CIP-005 R1 Part 1.5

Have one or more methods for 
detecting known or suspected 
malicious Internet Protocol (IP) 
communications entering or 
leaving the isolation required by 
Part 1.1 or Part 1.2.2. 

Implemented Protection – Option 1

• Passive IDS Taps Implemented at 
points where inbound and outbound 
communications are controlled

Indicates Applicability
Indicates Controls

Presenter
Presentation Notes
Speaker: Norm

Types of Malicious Communications Inspection

Option 1 
Passive IPS taps implemented at points where inbound/ outbound communications are to be controlled.

Applicability
BCS (1.1)
Management systems/ interfaces for the SCI  (1.2.2)
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CIP-005 R1 Part 1.5

Indicates Applicability
Indicates Controls

CIP-005 R1 Part 1.5

Have one or more methods for 
detecting known or suspected 
malicious Internet Protocol (IP) 
communications entering or 
leaving the isolation required by 
Part 1.1 or Part 1.2.2. 

Implemented Protection – Option 1
• Passive IDS Taps Implemented at points 

where inbound and outbound 
communications are controlled

Presenter
Presentation Notes
Speaker: Norm
Types of Malicious Communications Inspection

Option 1 
Passive IPS taps implemented at points where inbound/ outbound communications are to be controlled.

Applicability
BCS (1.1)
Management systems/ interfaces for the SCI  (1.2.2)
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Implemented Protection – Option 2
• Passive IPS Taps and Network

Introspection implemented at points 
where inbound and outbound 
communications are controlled

Indicates Applicability
Indicates Controls

CIP-005 R1 Part 1.5

Have one or more methods for 
detecting known or suspected 
malicious Internet Protocol (IP) 
communications entering or 
leaving the isolation required by 
Part 1.1 or Part 1.2.2. 

Guest

Hypervisor
Network 
Introspection
Data Flow

Management 
Console

Passive IPS

Presenter
Presentation Notes
Speaker: Norm

Option 2
A combination of passive IPS taps and Network Introspection ( hypervisor based)
Passive traps monitor physical applicable systems like the disk array, firewall and management interface for the switches
Network introspection  (where hypervisor monitors the guest network traffic


Sample evidence
Reporting can come directly from hypervisor management console – example : vRealize Network Insight and NSX-T or the information can be pushed to vRealize Operations for centralized reporting and compliance drift alerting.
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Proposed CIP-005 Requirement R2

Presenter
Presentation Notes
Speaker: Robert

The primary goal of CIP 5 R2 has not changed, it's purpose remains to ensure that remote access to the BES Cyber System is through an Intermediate System and the communication is protected.

TCAs were excluded from this requirement to avoid directly connected devices from being required to utilize a jump host.

Historically the definition of IRA had embedded requirements and also relied on the ESP term.

The lack of ESP in the proposed IRA definition has driven changes to Requirement 2 since there is no described boundary within the definition.
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-005 R2 Part 2.1

Presenter
Presentation Notes
Speaker: Robert

In CIP 5 R2.1 we have added SCI and Management components to the applicability and have clarified the language of the requirement.
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CIP-005 R2 Part 2.1

CIP-005 R2 Part 2.1

Ensure that authorized Interactive Remote 
Access is through an Intermediate System.

Indicates Applicability
Indicates Controls

Presenter
Presentation Notes
Speaker: Robert

As the requirement states we need to ensure that authorized interactive remote access is through an intermediate system.

In our example infrastructure we can see that this requirement is applicable to the majority of the components within the infrastructure and we are utilizing the jump host in the lower left hand corner to funnel all of the remote access to the environment.
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-005 R2 Part 2.2

Presenter
Presentation Notes
Speaker: Robert

CIP 5 R2.2 requires that the confidentially and integrity of communication between the remote access client and the intermediate system is protected.  An common way of protecting the confidentially and integrity of this type of communication is to use encryption. 
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CIP-005 R2 Part 2.2

CIP-005 R2 Part 2.2

Protect the confidentiality and integrity of 
authorized Interactive Remote Access 
between the client and the Intermediate 
System.

Indicates Applicability
Indicates Controls

Presenter
Presentation Notes
Speaker: Robert

In our example infrastructure this requirement is enforced by the jump host which ensures that all of the communication between the remote access clients and the jump host is encrypted.
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-005 R2 Part 2.3

Presenter
Presentation Notes
Speaker: Robert

CIP 5 R 2.3 requires multi-factor authentication to the Intermediate System.
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CIP-005 R2 Part 2.3

CIP-005 R2 Part 2.3

Require multi-factor authentication to the 
Intermediate System.

Indicates Applicability
Indicates Controls

Presenter
Presentation Notes
Speaker: Robert

Once again we utilize the jump host in our example infrastructure to enforce this requirement.  Examples of multi-factor authentication may include certificate based authentication and token based authentication in addition to the provided username and password.
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-005 R2 Part 2.4

Presenter
Presentation Notes
Speaker: Robert

CIP 5 R2.4 is a new requirement which requires that entities track all vendor remote access to the BES Cyber System.
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
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(MM)
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Hypervisors associated 
with Medium Impact BCS
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Proposed CIP-005 R2 Part 2.5

Presenter
Presentation Notes
Speaker: Robert

CIP 5 R2.5 is also a new requirement and is related to CIP 5 R2.4.  This requirement mandates that entities have a method to disable active vendor remote access.

The Drafting Team would like to acknowledge that there are changes that have not been integrated into this requirement from the Supply Chain Drafting Team.

Those changes will be integrated once balloting for those changes has been completed and they have passed.
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CIP-005 R2 Part 2.5

CIP-005 R1 Part 2.5

Have one or more method(s) to disable active 
vendor remote access (including Interactive 
Remote Access and system-to-system remote 
access).

Indicates Applicability
Indicates Controls

Presenter
Presentation Notes
Speaker: Robert

Within our example architecture we once again leverage the jump host to monitor and control vendor remote sessions.
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)
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Module
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(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-005 R2 Part 2.6

Presenter
Presentation Notes
Speaker: Robert.

CIP 5 R2.6 is another new requirement that focuses on the security of hosting your Intermediate System on SCI and also controlling the communication between the Intermediate System and the BES Cyber System.



RELIABILITY | RESILIENCE | SECURITY66

Corporate 
Network

Transport 
Network

This example drawing does not reflect a position of NERC or the Standards Drafting Team

LEGEND

SCI
High BCS/PCA/EACS

EACS (Standalone)

Non-CIP

PACS (Standalone)
Med BCS/PCA/EACS

EACS/IS
Low BES

Primary Virtualized EMS System
(BCA, Virtual Cyber Asset)

Hypervisor
(SCI)

Switch (BCA)

Workshop Sample Infrastructure (CIP-002 Evaluation Already Completed)

Transport 
Network

Historian used for 
Operational Decisions
(BCA, Self-contained 

application)

Management 
Module (MM)

Backup Virtualized
 EMS System
(BCA, VCA)

Hypervisor
(SCI)

Medium Impact Substation

Primary High Impact Control Center

VPN Gateway
(EACMS)

VPN Gateway
(EACMS)Firewall 

(EACMS)
Firewall 
(EACMS)

Switch (BCA)

Firewall 
(EACMS)

500kv Relay
(BCA)

Storage Array (SCI) Storage Array (SCI)

Hypervisor
Management Tool

(Management 
System)

Hypervisor
(SCI)

M
an

ag
em

en
t 

M
od

ul
e 

(M
M

)

M
an

ag
em

en
t 

M
od

ul
e 

(M
M

)

CPU/Memory
Affninity

Jump Host w/ MFA
 for Remote Access

(EACMS)

Associated with Medium Substation

Switch (BCA)

Physical Access
Control Systems

(PACS)

Hypervisor
(SCI)

CPU/Memory
Affninity

Hypervisor
(SCI)

CIP-005 R2 Part 2.6

Indicates Applicability
Indicates Controls

CIP-005 R2 Part 2.6.1

Intermediate Systems may only 
share CPU and memory with 
other Intermediate Systems and 
its associated SCI.

CIP-005 R2 Part 2.6.2

Have one or more methods for 
permitting only needed and 
controlled communications 
between Intermediate Systems 
and applicable systems of Part 2.1

Presenter
Presentation Notes
Speaker: Robert

We accomplish the isolation required in CIP 5 R2.6.1 by utilizing affinity rules to ensure that the Intermediate System is not sharing CPU or Memory resources with any other systems hosted on this SCI component.

Additionally, to meet the requirements of CIP 5 R2.6.2 the firewalls between the Intermediate System and the BES Cyber System are filtering all traffic from the Intermediate System to ensure that all of the permitted traffic is needed and controlled.
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Q&A Response

Presenter
Presentation Notes
Should we add a slide here to address comments over the break before moving on? -Matt
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Break
We will return at X:XX p.m. Eastern

Presenter
Presentation Notes
Speaker: Jordan

During the Break, we will have open a slido survey to get your perspectives on the content we just delivered. Please take few moments to complete this brief survey.
Handouts link, etc needs to go here
Q&A Description goes here
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CIP-007 Requirement R1

Presenter
Presentation Notes
Speaker: Jake

The Main requirement for CIP-007R1 has what seems like only a minor change, changing the name from Ports and Services to System Hardening. This minor change has some larger ramifications as we start to look at the different parts of the requirement.
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(SCI)

CIP-007 R1 Part 1.1

Presenter
Presentation Notes
Speaker: Jake

Changes to CIP-007 R1 were relatively minor.  
There were no changes to the applicability; it remains:
High Impact BES Cyber Systems and their associated: EACMS; PACS; and PCA
Medium Impact BES Cyber Systems with External Routable Connectivity and their associated: EACMS; PACS; and PCA
The requirement it self changed from:
Where technically feasible, enable only logical network accessible ports that have been determined to be needed by the Responsible Entity, including port ranges or services where needed to handle dynamic ports.  If a device has no provision for disabling or restricting logical ports on the device then those ports that are open are deemed needed.
To 
Enable only logical network accessible ports that have been determined to be needed by the Responsible Entity, including port ranges or services where needed to handle dynamic ports, per system capability. If a system has no provision for disabling or restricting logical ports then those ports that are open are deemed needed.
“Where technically feasible” has been replaced with “per system capability.”
“Device” has been replaced with “System”.
The measures have been clarified, by the removal of references to “devices”, “Cyber Assets” and “EAPs”.

Looking to the left of the slide at the Simplified Asset List, we can see the applicable assets for CIP-007R1 Part 1. Starting at the bottom of the list:

The Jumphost w/Multi Factor Access for Remote Access is an EACMS. The evidence to meet the measures should be very similar to what is being done now.
Documentation of the need for all enabled ports on the jump hosts.
Netstat output or network scans to show open and listening ports. 
Configuration of host based firewall.

Next is the Centralized PACS System. Again, the evidence to meet the measures should be very similar to what is being done now.
Documentation of the need for all enabled ports on the PACS servers.
Netstat output or network scans to show open and listening ports. 
Configuration of host based firewall.

The 500kv Relay is a BCA. The evidence to meet the measures should be very similar to what is being done now.
Documentation of the need for all enabled ports on the relays.
Netstat output or network scans to show open and listening ports. 
Configuration of the relays, configured ports.

Last is the Virtual EMS System, which is also a BCA. Again, the evidence to meet the measures is still very similar to what is provided now.
Documentation of the need for all enabled ports on the VCAs.
Netstat output or network scans to show open and listening ports. 
Configuration of host based firewall.
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CIP-007 R1 Part 1.1

Requirement

Enable only logical 
network accessible ports 
that have been 
determined to be needed 
by the Responsible Entity, 
including port ranges or 
services where needed to 
handle dynamic ports, per 
system capability If a 
system has no provision 
for disabling or restricting 
logical ports then those 
ports that are open are 
deemed needed. 

Option 2

Zero Trust Model
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Network

This example drawing does not reflect a position of NERC or the Standards Drafting Team
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Presenter
Presentation Notes
Speaker: Jake

Looking at the Zero Trust Model that Matt showed us in CIP-005 R1 Part 1 it is important to note that many of the controls here will apply to CIP-007 R1 Part 1 as well.



RELIABILITY | RESILIENCE | SECURITY73

CIP-007 R1 Part 1.2

Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(SCI)

Presenter
Presentation Notes
Speaker: Jake

Changes to CIP-007 R1 were somewhat significant.  The changes are around the applicability.
High Impact BES Cyber Systems and their associated:
1.	PCA; and
2.	Nonprogrammable communication components located inside both a PSP and an ESP.
Was changed to read
High Impact BES Cyber Systems and their associated PCA.

Medium Impact BES Cyber Systems and their associated:
1.	PCA; and
2.	Nonprogrammable communication components located inside both a PSP and an ESP.
Was changed to read
Medium Impact BES Cyber Systems and their associated PCA.

In addition the following additions were made to the applicability. The intent here is to show the importance of protecting Shared Cyber Infrastructure (SCI).
SCI at Control Centers hosting High or Medium Impact BCS or their associated PCA.

Management Modules of SCI at Control Centers hosting High or Medium Impact BCS or their associated PACS, EACMS, or PCA

Non-programmable communications components within a PSP that are not logically isolated from High or Medium impact BES Cyber Systems at Control Centers.

There were no changes to the Requirement; it remains: 
Protect against the use of unnecessary physical input/output ports used for network connectivity, console commands, or Removable Media.
There were no changes to the Measures; they remain: 
An example of evidence may include, but is not limited to, documentation showing types of protection of physical input/output ports, either logically through system configuration or physically using a port lock or signage. 

Again, looking to the left of the slide at the Simplified Asset List, we can see the applicable assets for CIP-007R1 Part 2. Starting at the bottom of the list:

The Hypervisors are now Shared Cyber Infrastructure (SCI), however, the evidence to meet the measures should be very similar to what is being done now.
Configuration of the hypervisors showing secured and configured physical ports.
Configuration of the hypervisor management tool showing secured and configured physical ports.

Next are the storage arrays, and these are also SCI. Again, the evidence to meet the measures should be very similar to what is being done now.
Configuration of the storage array showing secured and configured physical ports.

Next are the Lights Out Management Modules. The evidence to meet the measure for these would be
Configuration of the lights out module showing secured and configured physical ports.

The Hypervisor cluster is next. These are, like the Hypervisors covered below, are SCI.
Configuration of the hypervisors showing secured and configured physical ports.
Configuration of the hypervisor management tool showing secured and configured physical ports.

Finally we have the Virtual EMS System. The evidence to meet the measure for these would be 
Configuration of the VCA showing secured and configured physical ports. The intent in showing this may not be clear at first. If it is virtual, how can it have a physical port? Well, most Hypervisors have the ability for a virtual machine to map to a physical port on the hardware running the hypervisor. Having it applicable on both the VCA and the SCI ensures that the port is documented and secured.
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CIP-007 R1 Part 1.3

Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(SCI)

1.3

SCI hosting High or Medium Impact 
BCS or their associated PACS, EACMS, 
or PCA.

Management Modules of SCI hosting 
High or Medium Impact BCS or their 
associated PACS, EACMS, or PCA.

Enable only services that have been 
determined to be needed by the 
Responsible Entity, per system 
capability. 

Examples of evidence may include, but 
are not limited to:

• Documentation of implemented 
hardening guidelines

• Configuration management 
reporting

Presenter
Presentation Notes
Speaker: Jake
Requirement 1.3 is an entirely new requirement, specifically designed to cover Shared Cyber Infrastructure (SCI). The intent here is to show the importance of protecting Shared Cyber Infrastructure (SCI) and the associated Management Modules.

The applicability is :  
SCI hosting High or Medium Impact BCS or their associated PACS, EACMS, or PCA.
Management Modules of SCI hosting High or Medium Impact BCS or their associated PACS, EACMS, or PCA.

The Requirement is:
Enable only services that have been determined to be needed by the Responsible Entity, per system capability. 

And finally the measures are:
Examples of evidence may include, but are not limited to:
Documentation of implemented hardening guidelines
Configuration management reporting

Again, looking to the left of the slide at the Simplified Asset List, we can see the applicable assets for CIP-007R1 Part 3. Starting at the bottom of the list:
The Hypervisor, which is Shared Cyber Infrastructure (SCI). Note that this also applies to the Hypervisor cluster, further up the List of Simplified Assets. The evidence to meet the measures should be 
Documentation of implemented hardening guidelines for the Hypervisors showing that only those services that have been determined to be needed are running.
Configuration management reporting for the Hypervisors, showing that only needed services are running and that no changes have been made deviating from the hardening guidelines.

Next is the Storage Array, which is also SCI. The evidence to meet the measures should be 
Documentation of implemented hardening guidelines for the Storage Arrays showing that only those services that have been determined to be needed are running.
Configuration management reporting for the Storage Arrays, showing that only needed services are running and that no changes have been made deviating from the hardening guidelines.

Next are the Management Modules. It is important to note that often these devices have services running, that while not in use, cannot be shutdown or disabled. This is where the “per system capability” is so very important. That inability will need to be noted in the documentation of the implemented hardening guidelines. The evidence for these devices should be 
Documentation of implemented hardening guidelines for the Management Modules showing that only those services that have been determined to be needed are running.
Configuration management reporting for the Management Modules, showing that only needed services are running and that no changes have been made deviating from the hardening guidelines.
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Proposed CIP-007 Requirement R2

Presenter
Presentation Notes
Speaker: Norm
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R2 Part 2.1

Presenter
Presentation Notes
Speaker: Norm
CIP-007 R2.1-2.4

The changes here are to the applicable systems column
The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems

The wording of the requirements was updated and cleaned up to more inclusive of just physical Cyber Assets


Implementation 
Remediation VLANS – Non running VMs pass through a remediation VLAN when they are instantiated.  The remediation VLAN brings is used to isolate a the VM in order it’s patch levels can be brought up to the current level before it is moved to the production network

Parent/ Children VM images – Patching the parent VM also patched the children VMs. All that remains is for the child VMs to be restarted with the newly applied patches. Examples are HMI workstations which are built from a common parent image. Once the parent is patched, as each HMI workstation VM is restarted, the newly patched image is placed into service

Containers – similarly, patching the main image of the container will result in subsequent patched containers being run the next time they are instantiated.
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R2 Part 2.2

Presenter
Presentation Notes
Speaker: Norm

The changes here are to the applicable systems column
The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R2 Part 2.3

Presenter
Presentation Notes
Speaker: Norm
The changes here are to the applicable systems column
The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R2 Part 2.4

Presenter
Presentation Notes
Speaker: Norm
The changes here are to the applicable systems column
The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Proposed CIP-007 Requirement R3

Presenter
Presentation Notes
Speaker: Norm


R 3
The title was changed from “Prevention” to “Protection” to better industry practice and to match other industry standards
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R3 Part 3.1

Presenter
Presentation Notes
Speaker: Norm

The changes here are to the applicable systems column
The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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CIP-007 R3 Part 3.1– Zero Trust

CIP-007 R3 Part 3.1 

Deploy method(s) to deter, 
detect, or prevent malicious code.

Implemented Method Example

• Privileged/ Guest Introspection - offloads 
antivirus and anti-malware agent 
processing to a dedicated secure virtual 
appliance 

Guest

Anti-Malware 
Partner VM

Data Flow

Partner Management 
Console
Management Traffic

Presenter
Presentation Notes
Speaker: Norm

Implementation
For Privileged/ Guest Introspection - offloads antivirus and anti-malware agent processing to a dedicated secure virtual appliance 
 A thin client is loaded into the guest VM which interacts with the API in the Hypervisor.
The Hypervisor sends the guest data to the partner VM for off board processing
Management traffic is then sent to the centralized partner management console - Anti-malware appliances are centrally managed

Example evidence hardening
"vRealize Operations Manager already has a capability to report on vSphere hardening.Additionally, vRealize Operations Manager has capabilities through the vRealize Orchestrator Management Pack to be configured to collect, store, report and alert against any API-based collectable metric/property within the vSphere Infrastructure."
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R3 Part 3.2

Presenter
Presentation Notes
Speaker: Norm
The changes here are to the applicable systems column
The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems




RELIABILITY | RESILIENCE | SECURITY85

Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R3 Part 3.3

Presenter
Presentation Notes
Speaker: Norm
The changes here are to the applicable systems column
The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Proposed CIP-007 Requirement R4

Presenter
Presentation Notes
Speaker: Norm
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R4 Part 4.1

Presenter
Presentation Notes
Speaker: Norm

The TFE wording was updated to “per system capacity” and changed wording to security events

The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R4 Part 4.2

Presenter
Presentation Notes
Speaker: Norm
The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems

Wording updated for virtual/physical assets
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R4 Part 4.3

Presenter
Presentation Notes
Speaker: Norm
The TFE wording was updated to “per system capacity” and changed wording to security events

The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems




RELIABILITY | RESILIENCE | SECURITY90

Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R4 Part 4.4

Presenter
Presentation Notes
Speaker: Norm
The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Proposed CIP-007 Requirement R5

Presenter
Presentation Notes
Speaker: Norm
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R5 Part 5.1

Presenter
Presentation Notes
Speaker: Norm

The TFE wording was updated to “per system capacity” 

The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R5 Part 5.2

Presenter
Presentation Notes
Speaker: Norm

The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R5 Part 5.3

Presenter
Presentation Notes
Speaker: Norm
The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R5 Part 5.4

Presenter
Presentation Notes
Speaker: Norm

The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R5 Part 5.5

Presenter
Presentation Notes
Speaker: Norm
The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R5 Part 5.6

Presenter
Presentation Notes
Speaker: Norm
The TFE wording was updated to “per system capacity” 

The changes here are to the applicable systems column

The goal here is to protect the Shared Cyber Infrastructure at least as well as the highest rated BCS being hosted on that infrastructure. 

As such SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is added to the applicable systems

Remember that Management Modules are not part of SCI, so Management Modules of SCI hosting high or medium impact BCS or their associated PCAs, EACMS or PACS is also added to the Applicable Systems
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-007 R5 Part 5.7

Presenter
Presentation Notes
Speaker: Norm
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Q&A Response

Presenter
Presentation Notes
Should we add a slide here to address comments over the break before moving on? -Matt
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Break
We will return at X:XX p.m. Eastern

Presenter
Presentation Notes
Speaker: Jordan

During the Break, we will have open a slido survey to get your perspectives on the content we just delivered. Please take few moments to complete this brief survey.
Handouts link, etc needs to go here
Q&A Description goes here
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Proposed CIP-010 Requirement R1

Presenter
Presentation Notes
Speaker: Jay
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R1 Part 1.1

Presenter
Presentation Notes
Speaker: Jay
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Corporate 
Network

Transport 
Network

This example drawing does not reflect a position of NERC or the Standards Drafting Team

LEGEND

SCI
High BCS/PCA/EACS

EACS (Standalone)

Non-CIP

PACS (Standalone)
Med BCS/PCA/EACS

EACS/IS
Low BES

Primary Virtualized EMS System
(BCA, Virtual Cyber Asset)

Hypervisor
(SCI)

Switch (BCA)

Workshop Sample Infrastructure (CIP-002 Evaluation Already Completed)

Transport 
Network

Historian used for 
Operational Decisions
(BCA, Self-contained 

application)

Management 
Module (MM)

Backup Virtualized EMS System
(BCA, Virtual Cyber Asset)

Hypervisor
(SCI)

Switch (BCA)

Management 
Module (MM)

Medium Impact Substation

Primary High Impact Control Center

VPN Gateway
(EACMS)

VPN Gateway
(EACMS)

Physical Access
Control Systems

(PACS)

Jump Host w/ MFA
 for Remote Access

(EACMS)

Firewall 
(EACMS)

Firewall 
(EACMS)

Switch (BCA)

Firewall 
(EACMS)

500kv Relay
(BCA)

Storage Array (SCI) Storage Array (SCI)

Hypervisor
Management Tool

(Management System)

Hypervisor
(SCI)

Containerized Historian used for Operational Decisions

Self-Contained Application

Immutable software binaries 
containing operating system 
dependencies and application 
software packaged to execute 
in an isolated environment.

Presenter
Presentation Notes
Speaker: Matt

This is a containerized historian that is used for operational decisions. It is running on top of the EMS server’s virtual cyber asset mentioned in the previous slide. It has a 15-minute operational impact because it is used for 
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R1 Part 1.1 (Clean)

Presenter
Presentation Notes
Speaker: Jay
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

CIP-010 R1 Part 1.1 (Clean)

Presenter
Presentation Notes
Speaker: Jay
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R1 Part 1.2

Presenter
Presentation Notes
Speaker: Jay
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R1 Part 1.3

Presenter
Presentation Notes
Speaker: Jay
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R1 Part 1.4

Presenter
Presentation Notes
Speaker: Jay
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Proposed CIP-010 Requirement R2

Presenter
Presentation Notes
Speaker: Jay
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R2 Part 2.1

Presenter
Presentation Notes
Speaker: Jay
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Proposed CIP-010 Requirement R3

Presenter
Presentation Notes
Speaker: Scott

Thanks Jay, 

Now it’s on to CIP-010 R3… 

How does this requirement change to support the concepts we have been discussing today?

Lets go to the next slide and see…
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R3 Part 3.1

Presenter
Presentation Notes
Speaker: Scott

The intent of the proposed changes here is to ensure all systems that host our BCS have the same level of control applied as the hosted BCS, so…

Here in Part 3.1, the SCI and Management Modules of SCI have been added to the applicability to ensure these systems are managed at the same level as the hosted environments.

In the Simplified Asset list to the left, everything but the Self Contained Application (SCA) is applicable. Recognizing that the proposed change only adds the SCI and the Management Modules of the SCI.

While the vulnerability assessment process applied to the physical hardware supporting a virtualized environment (the SCI and Management Modules) can be the same as that applied to physical BES Cyber Systems, the assessment of BES Cyber Systems comprised of Virtual Cyber Assets (or VCAs) may differ significantly.  This is due to the previously discussed concepts of Dormant VMS and Parent/Child images. Since Virtual Cyber Assets that are part of a BCS are not impactful when intentionally dormant (ie they are not currently needed, and cannot impact the BES because they are not active) they are not subject to this requirement part, that is, until they are activated (or instantiated). But once activated, they are subject to this, and all other applicable, CIP Requirements and must be compliant. In this case, Pinecone Power can make use of alternate environments to conduct an active vulnerability assessment. This is an ideal use case for a remediation VLAN. Activate the VM on the remediation VLAN and perform an active vulnerability assessment, per R3 Part 3.1.

Additionally, by activating one copy of an multi-instantiated VM in the remediation VLAN to perform an active vulnerability assessment, you are able to assess that VM without impact to the BES, and that assessment applies to each VM with a duplicate configuration to the one tested. Obviously any remediation activities would need to be managed across all instances of this VM. This can be accomplished in multiple ways , re-instatiating from the master image after it is remediated, or updating each individual VM.

Next slide please
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R3 Part 3.2

Presenter
Presentation Notes
Speaker: Scott

Here in Part 3.2, the intent of the proposed changes is to ensure all systems that host our BCS have the same level of control applied, so…

The SCI hosting High Impact BCS, and their Management Modules have been added to the applicability.

The SDT has also addressed conforming changes within the requirement language itself, to remove the reliance on TFEs and baseline references.

For the portion of the High Impact BES Cyber System that are VCAs, the previous discussion of the use of remediation VLANs applies to R3 Part 3.2 as well, in fact the requirement language suggests a “test’ environment be used, which a remediation VLAN could be considered.

Again the actual vulnerability assessment employed for the SCI and Management Modules may not differ significantly from a physical BCS since these devices are the physical portion of the virtualized environment. However, the remediation VLAN may be a useful tool here.

Next Slide please
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R3 Part 3.3

Presenter
Presentation Notes
Speaker: Scott

Again, the intent of the proposed changes is to ensure all systems that host our BCS are protected at the same level as the hosted BCS, so…

the SCI, and their Management Modules are again added to the applicability.

Beyond the obvious change in order of actions (“perform an active vulnerability assessment” is now placed before the “prior to” statement) conforming changes to remove the reliance on the baseline were made.

Requirement 3 Part 3.3 has been re-written to specifically allow a remediation VLAN to be used to perform the required assessment, with the inclusion of the language “The production environment does not include devices being actively remediated and logically isolated.” This was due to the issues discussed surrounding Dormant VMs and Master/Child images.

So again, the remediation VLAN discussion we had for Requirement 3 Part 3.1 applies. So, as you can see the concept of a remediation VLAN is one that can be re-used across CIP-010 R3, to provide evidence of compliance with each subpart. 

Remediation VLAN use is by no means limited to Virtual Cyber Assets, with the right infrastructure, a fully functional remediation environment can be created to apply to physical assets as well. The SDT was able to leverage the updates needed to support those dormant VMs and Master/Child images to address the use of the remediation VLAN, which can then benefit Enttiies using it to address physical Cyber Assets as well.

Next Slide Please
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Simplified Asset List

Geographically Distributed 
Virtual EMS System
(BCA, VCA)

Contrainerized Historian 
used for Operational 
Decisions (BCA, SCA)

Geographically Distributed 
Hypervisor Cluster, Including 
its Management System
(SCI)

Geographically Distributed
Storage Array
(SCI)

Jumphost w/ MFA for
Remote Access associated 
with Medium Impact BCS
(EACMS)

500kv Relay at medium
Substation
(Medium BCA)

Centralized PACS System 
associated with Medium 
Impact BCS
(PACS)

Lights Out Management 
Module
(MM)

Hypervisor
Management Tool
(Management System)

Hypervisors associated 
with Medium Impact BCS
(Management System)

Proposed CIP-010 R3 Part 3.4

Presenter
Presentation Notes
Speaker: Scott

Again, the intent of the proposed changes is to ensure all systems that host our BCS have the same level of control applied, so…

Here in Part 3.4, the SCI, and their Management Modules, have been added to the applicability.

And if Pinecone Power employs remediation VLANs for other portions of Requirement 3, the logs found within that environment should provide evidence of both the assessment and the corrective actions taken on each of the devices in the environment which would show compliance with R3 Part 3.4 for any devices remediated through the use of the Remediation VLAN, to include Virtual as well as physical assets.

Next Slide Please
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Break
We will return at X:XX p.m. Eastern

Presenter
Presentation Notes
Speaker: Jordan

During the Break, we will have open a slido survey to get your perspectives on the content we just delivered. Please take few moments to complete this brief survey.
Handouts link, etc needs to go here
Q&A Description goes here




RELIABILITY | RESILIENCE | SECURITY

Final Survey 

Presenter
Presentation Notes
Speaker: Sharon?? 
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• Informal Discussion
 Via the Q&A feature
 Chat only goes to the host, not panelists
 Respond to stakeholder questions

• Other
 Some questions may require future team consideration
 Please reference slide number, standard section, etc., if applicable
 Team will address as many questions as possible
 Webinar and chat comments are not a part of the official project record
 Questions regarding compliance with existing Reliability Standards should be directed to ERO 

Enterprise compliance staff, not the Standard Drafting Team. 

Q&A Objectives

Presenter
Presentation Notes
Speaker: Jordan
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