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BES Protection System 

Misoperation Reduction 

Workshop

October 1-2, 2024
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MIDAS Misoperations 

Breakdown

Jack Norris, Engineer II

Misoperation Reduction Workshop

October 1, 2024
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Annual Regional Misoperation Rate
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Misoperation Causes Breakdown
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Misoperation Causes Counts

Cause Code 2019 2020 2021 2022 2023 Grand Total
Incorrect settings 328 293 263 251 243 1378
Relay failures/malfunctions 236 213 201 183 199 1032
As-left personnel error 132 136 107 112 115 602
Unknown/unexplainable 92 84 102 104 89 471
AC system 162 114 142 136 125 679
Communication failures 128 111 100 128 109 576
DC system 52 43 43 46 41 225
Design errors 57 51 53 49 54 264
Logic errors 49 42 44 46 43 224
Other/Explainable 108 84 127 104 102 525
Grand Total 1344 1171 1182 1159 1120 5976
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Breakdown by Technology

Note: without inventory quantitative comparison between different technologies should be limited
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Trivia!

Based on MIDAS data, which manufacturer do you think has had 
the most Misoperations since 2018?

All together now!
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Trivia

That’s right, NULL!Wait, why’d you all 
say Schweitzer?
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Breakdown by Manufacturer

Note: without inventory quantitative comparison between different manufacturers should be limited
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Questions and Answers
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Event Analysis Reporting
Protection System Misoperation Snapshot

Wei Qiu, Lead Engineer of Event Analysis, NERC

BES Protection System Misoperation Reduction Workshop

October 01, 2024
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• Difference between MIDAS and Misop-related Events in EA

• Trend and Analysis 
▪ Event Analysis Process (EAP)

▪ Cause Code Assignment Process (CCAP)

• Conclusion

Agenda
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MIDAS vs. Misop in Event Analysis

MIDAS

Misop in EA

• Qualified events

• Maintenance or testing
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Statutory Performance Monitoring

• Flexible discretionary risk and/or impact analysis authorities

• Major event response

NERC Rules of Procedure (Section 800 and Appendix 8)

• System operating criterion-based risk and/or impact monitoring

• Off-normal to major system event spectrum

ERO Event Analysis Process (EAP)

• System risk and/or impact trending

ERO Cause Code Assignment Process (CCAP)
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Trending Risk through Off-Normal 
Events​

EAP

• Loss of monitoring and 
control

• Loss of 3 or more BES 
Facilities

• BES RAS Misoperation

• Loss of IBR

• Islanding

• …

CCAP

• Management/organization

• Design/Engineering

• Vendors/neighboring 
entities

• Individual human 
performance

• Damaged, defective or 
failed part

• …

Monitoring System 

Operating Risk 

(Criterion-based) 

Risk Contributors 
– Entity Performance. 

Mitigation reflective of  

corrective action
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Trending of Qualified Events
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Trending of Category 1 Events
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Trending of Category 1 Events (Cont'd)

2019-2024
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Misoperation Event Type by Year

Category 1a: An unexpected outage, that is contrary to design, of three 

or more BES facilities caused by a common disturbance...
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Misoperation Snapshot

• Gold: incorrect settings

• Silver: relay failures

• Seeking better understanding 

of mitigation impacts

Total Events (2019-present) 672 Percentage of Total Events (2019-present)

Misops-related Events (2019-present) 198 29%

Reasons Percentage of Misops-related Events

Incorrect Settings 78 39.4%

Relay Failure 26 13.1%

Other 94 47.5%



RELIABILITY | RESILIENCE | SECURITY11

Trending Risk through Off-Normal 
Events​

EAP

• Loss of monitoring and 
control

• Loss of 3 or more BES 
Facilities

• BES RAS Misoperation

• Loss of IBR

• Islanding

• …

CCAP

• Management/organization

• Design/Engineering

• Vendors/neighboring 
entities

• Individual human 
performance

• Damaged, defective or 
failed part

• …

Monitoring System 

Operating Risk 

(Criterion-based) 

Risk Contributors 
– Entity Performance. 

Mitigation reflective of  

corrective action
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Event

Contributing 
Cause A

Contributing 
Cause B

Root Cause

• A root cause is the fundamental reason for the occurrence of 
a problem or event -  remove the root and no event. A root 
cause is not always identifiable.

• A contributing cause is not a single factor, but one of many 
that can influence an event.

Cause Code
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TOP 5 Root Codes in Misop Events

2019-2024

* LTA: Less than Adequate. LTA does not imply any negligence or fault for the entity; it is solely intended to say that the situation to 

which the “LTA” is assigned was not sufficient to prevent the undesired situation from occurring.
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TOP 5 Contributing Codes in Misop 
Events

2019-2024
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System Operating Risk Risk Contributors Corrective Actions

Loss of 3 or more BES 
Facilities - Misoperation

Incorrect Setting • Start-up testing
• Communication between groups
• Coordination with neighbors 
• Peer review
• Training  - Individual human error

Relay Failure • Maintenance
• Inspection
• Asset management – aging
• Vendor support

Performance Monitoring Insight​
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Individual Human Performance ???
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• The number of Misop-Related Events is decreasing in 2024 

• Top 2 Reasons – EAP
▪ Gold: incorrect settings

▪ Silver: relay failures

• Top 2 Root Causes – CCAP
▪ Gold: Design output scope LTA

▪ Silver: Desing output not correct

• Individual Human Performance is not a main risk contributor. 

Conclusions
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Questions and Answers
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• Event Analysis Program

• ERO Event Analysis Process Document - Version 5.0

• Cause Code Quick Reference Guide

• Cause Code Assignment Process

• Event Reports

• Lessons Learned

Reference

https://www.nerc.com/pa/rrm/ea/Pages/EA-Program.aspx
https://www.nerc.com/pa/rrm/ea/ERO_EAP_Documents%20DL/ERO_EAP_v5.0.pdf
https://www.nerc.com/pa/rrm/ea/EA%20Program%20Document%20Library/Cause_Code_Quick_Reference_Guide_2024.pdf
https://www.nerc.com/pa/rrm/ea/EA%20Program%20Document%20Library/CCAP_Manual_2024.pdf
https://www.nerc.com/pa/rrm/ea/Pages/Major-Event-Reports.aspx
https://www.nerc.com/pa/rrm/ea/Pages/Lessons-Learned.aspx
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EAP Category 5.0
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EAP Category 5.0 (cont'd)
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Cause Code Reference

CC_Quick_Reference_2024

https://www.nerc.com/pa/rrm/ea/EA%20Program%20Document%20Library/Cause_Code_Quick_Reference_Guide_2024.pdf
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TCIPI
(Transmission Continuous Improvement Program Implementation)

Human Initiated Reliability Event Reporting
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• Program Creation & Organization
• The Policy

– Reportable Events
• Program Execution
• Risk Based Evaluation Process
• Metrics

– Inadvertent Dashboard 
– Other Utilities Dashboard
– Data Driven Decisions
– Corrective Action Dashboard
– Lessons Learned / Corrective Action Program 
– Example - SEL BFR Actions taken

• Summary
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TCIPI – Table of Content



B O N N E V I L L E  P O W E R  A D M I N I S T R A T I O N

Kammy’s Bio
• Current Role

– Supervisor in Organization Performance & 
Delivery – System Operations

• TCIPI Program, Operational Reporting, 
Reliability Compliance, Project Management

• BPA History:
– Started at BPA in 1990 in the Safety Office
– First Federal job was in Power
– Worked in Power Services, Finance, Corporate, 

and Transmission
– Have been with System Operations for 8 years
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Brian’s Bio
• Current Role

– Lead Management and Program Analyst in the 
Transmission Continuous Improvement Program 
Implementation (TCIPI)

• BPA History:
– Started at BPA in 2019 in TCIPI

• Prior to BPA:
– Project Manager for Aerospace Manufacturing Co
– Retired Air Force 30 years, Air Traffic Controller, 
– Experience in Human Organizational 

Performance, Human Factors in Aviation Safety, 
Adjunct College Educator

– More…
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TCIPI – Origins and Background - 2017
Problem Statement: BPA (Transmission) does not currently have a comprehensive program to track, analyze, and 
provide systemic fixes to Reliability incidents including Inadvertents, mis-operations and equipment on the BPA 
grid.

Strategic Alignment: 
Strategic Objective 2b: “Modernize federal power and transmission system operations and supporting 
technology.” This effort is also a subcomponent of the Transmission Business Model (TBM) section relating to 
Continuous Improvement. 

Scope: 
Develop for implementation an operational continuous-improvement program that identifies a centralized 
process for Reliability event-analysis, lessons learned, and corrective-action plans across Transmission. This 
program will promote transmission excellence by incorporating human performance evaluation into the 
analysis of incidents or events and sharing operating experience.
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TCIPI – The Policy
BPA Transmission Senior Vice President and TCIPI Leadership announced a 
new Human Initiated Reliability Event Reporting Policy in 2019. 

• Policy replaced the 2008 Memorandum entitled, “Reportable Event 
Notification & Reporting Process.”  

• Developed by a cross functional group of Tier 3 and 4 managers from 
Engineering, Field Services, System Operations, and Planning.  

• Transferred responsibility for collecting inadvertent and misoperations 
from System Operations to the Transmission Continuous Improvement 
Program Implementation (TCIPI).
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Human Initiated Reporting Requirement:  Reporting is required for any human Initiated event as identified in 
the definition below.

Definition of Reportable Event:  Any event that resulted in, but not limited to:
– Loss of generation or load 
– Loss of control and protection, including relays, control circuits, and communications elements affecting control 

and protection 
– Damaged equipment, including high voltage equipment; low voltage control and protection equipment; 

communications equipment affecting control and protection 
– Disturbance* or schedule curtailments 
– The unplanned (inadvertent) operation of power system equipment that did not result in a loss of generation or 

load, result in a disturbance or curtailment, or result in damaged equipment 

* NERC Disturbance definition: 
1. An unplanned event that produces an abnormal system condition. 
2. Any perturbation to the electric system. 
3. The unexpected change in ACE that is caused by the sudden failure of generation or interruption of load.

6

TCIPI - Reportable Events
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TCIPI - Program Execution
TCIPI Program functions on 3 key levels, leading into the support, development, and execution of actions to 
mitigate current and future risk:

1. TIRT (Transmission Incident Review Team)
2. TCIPI Steering Team
3. TCIPI Executive Management Team

Outcomes:
• Three key decision points are used to assess “value”. They are 

centered upon risk-based prioritization and impact (actual and 
projected) to the system, based upon the event.

• Quality analysis leading into management decisions to act. 
Defining the BEST Decision.

• S.M.A.R.T. outcomes defined in individual Corrective Actions
• Management support/authorization to enact changes (i.e., 

completing the Corrective Actions) with clarity /understanding 
of “value” based upon risk and impact (actual and projected) 
to the system

SMART: Specific-Measurable-Achievable-Relevant-Timely

Benefits:
• 360-degree view of event - “Balcony view”
• Predictive analysis component / trending
• Risk-based recommendations derived from analysis
• Shared collaboration and development of corrective measures
• Distribution of a Supervisor View for shared learning 

opportunities for Transmission personnel
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• Inadvertent Dashboard 
• Other Utilities Dashboard
• Data Driven Decisions
• Corrective Action Dashboard
• Lessons Learned / Corrective Action Program 
• Example - SEL BFR Actions taken
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Metrics
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TCIPI Metrics – Inadvertent Summary Dashboard



TCIPI Metrics – Inadvertent Summary Dashboard 
All Fiscal Years (FY)

10

31
42

22
6

10
11
11

19
6

9
21

2
2
2

0
1

2
3

18
3

0 10 20 30 40

Relay Maintenance and Testing
Switching - Substation

Relay Trip Checks
Switching - SCADA

Cable - Installation, Cutting, Pulling or Removal
Commissioning & Testing

Maintenance - HV & LV Equipment
Clearance, HO, WP - Issuance, Release, Tagging,…

Wiring Error
Maintenance - Communications Equipment

Other
Bump Circuit or Relay

Equipment Damage - Physical
In Service Checks

Open CT Circuit
RAS Testing

Relay Settings - Human Error
Troubleshooting - Alarm

Indoor/Outdoor Construction
Troubleshooting - DC Ground

Total Reported Events by Activity: all FY

36

27

38

52

25

40

0

10

20

30

40

50

60

FY 2019 FY 2020 FY 2021 FY 2022 FY 2023 FY 2024

Number of Reported Events by Fiscal Year (FY)

Total FY

22

16

11

16 15

21
19

26

21 22 21

11

0

5

10

15

20

25

30

Number of Reported Incidents 
by Month in all FY

2 1 2 3 2 2
4 5

3 3

7

2

7

0

4

0
3

0 1 1
3

6

1 1

5 4
2 2 3 4

2 2 2 3 4 5
3 4

2 3
1

3 4

8 9
6

2
0 1

6
3 3

0 1 1
3

1 2 1
3

5
2

0 1
4 4

1
3 3 2

6

0
1
2
3
4
5
6
7
8
9

10

O
ct

ob
er

 F
Y 

20
19

De
ce

m
be

r F
Y 

20
19

Fe
br

ua
ry

 F
Y 

20
19

Ap
ril

 F
Y 

20
19

Ju
ne

 F
Y 

20
19

Au
gu

st
 F

Y 
20

19
O

ct
ob

er
 F

Y 
20

20
De

ce
m

be
r F

Y 
20

20
Fe

br
ua

ry
 F

Y 
20

20
Ap

ril
 F

Y 
20

20
Ju

ne
 F

Y 
20

20
Au

gu
st

 F
Y 

20
20

O
ct

ob
er

 F
Y 

20
21

De
ce

m
be

r F
Y 

20
21

Fe
br

ua
ry

 F
Y 

20
21

Ap
ril

 F
Y 

20
21

Ju
ne

 F
Y 

20
21

Au
gu

st
 F

Y 
20

21
O

ct
ob

er
 F

Y 
20

22
De

ce
m

be
r F

Y 
20

22
Fe

br
ua

ry
 F

Y 
20

22
Ap

ril
 F

Y 
20

22
Ju

ne
 F

Y 
20

22
Au

gu
st

 F
Y 

20
22

O
ct

ob
er

 F
Y 

20
23

De
ce

m
be

r F
Y 

20
23

Fe
br

ua
ry

 F
Y 

20
23

Ap
ril

 F
Y 

20
23

Ju
ne

 F
Y 

20
23

Au
gu

st
 F

Y 
20

23
O

ct
ob

er
 F

Y 
20

24
De

ce
m

be
r F

Y 
20

24
Fe

br
ua

ry
 F

Y 
20

24
Ap

ril
 F

Y 
20

24
Ju

ne
 F

Y 
20

24
Au

gu
st

 F
Y 

20
24

Number of Reported Events
(All Years w/ Trend line)



B O N N E V I L L E  P O W E R  A D M I N I S T R A T I O N

6

2

6

2

1

3

1

3

1

1

Relay Maintenance and Testing
Switching - Substation

Relay Trip Checks
Switching - SCADA

Commissioning & Testing
Maintenance - HV & LV Equipment

Wiring Error
Other

RAS Testing
Indoor/Outdoor Construction

0 1 2 3 4 5 6 7

Total Reported Events by Activity: FY 2024

Other Utilities - Human Initiated Disturbance Event Reporting: FY2024

9/23/2024

FY
20

24
Historical

Data provided by TOOC Disturbance Event Tracking

1 1 1

3

1 1 1

5

2
1

8

1

0
1
2
3
4
5
6
7
8
9

Customer
1

Customer
2

Customer
3

Customer
4

Customer
5

Customer
6

Customer
7

Customer
8

Customer
9

Customer
10

Fed
Partner 1

Fed
Partner 2

Number of Reported Human Initiated Incidents Impacting BPA
by Other Utilities in FY 2024

2 2
1

2
1 1

0
1 1

3
4

3 3
1 1

0 0
1 1

5
7

1 1 1 1
3

4

1
0

3

0
2

1
3 3

4
2

0
1
2
3
4
5
6
7
8

Se
pt

em
be

r F
Y 

20
21

O
ct

ob
er

 F
Y 

20
22

N
ov

em
be

r F
Y 

20
22

De
ce

m
be

r F
Y 

20
22

Ja
nu

ar
y 

FY
 2

02
2

Fe
br

ua
ry

 F
Y 

20
22

M
ar

ch
 F

Y 
20

22
Ap

ril
 F

Y 
20

22
M

ay
 F

Y 
20

22
Ju

ne
 F

Y 
20

22
Ju

ly
 F

Y 
20

22
Au

gu
st

 F
Y 

20
22

Se
pt

em
be

r F
Y 

20
22

O
ct

ob
er

 F
Y 

20
23

N
ov

em
be

r F
Y 

20
23

De
ce

m
be

r F
Y 

20
23

Ja
nu

ar
y 

FY
 2

02
3

Fe
br

ua
ry

 F
Y 

20
23

M
ar

ch
 F

Y 
20

23
Ap

ril
 F

Y 
20

23
M

ay
 F

Y 
20

23
Ju

ne
 F

Y 
20

23
Ju

ly
 F

Y 
20

23
Au

gu
st

 F
Y 

20
23

Se
pt

em
be

r F
Y 

20
23

O
ct

ob
er

 F
Y 

20
24

N
ov

em
be

r F
Y 

20
24

De
ce

m
be

r F
Y 

20
24

Ja
nu

ar
y 

FY
 2

02
4

Fe
br

ua
ry

 F
Y 

20
24

M
ar

ch
 F

Y 
20

24
Ap

ril
 F

Y 
20

24
M

ay
 F

Y 
20

24
Ju

ne
 F

Y 
20

24
Ju

ly
 F

Y 
20

24
Au

gu
st

 F
Y 

20
24

Se
pt

em
be

r F
Y 

20
24

Number of Reported Events
(3 yr Trend line)

1

8

12

22
20

26

0

5

10

15

20

25

30

FY 2019 FY 2020 FY 2021 FY 2022 FY 2023 FY 2024

Number of Reported Events by Fiscal Year (FY)



B O N N E V I L L E  P O W E R  A D M I N I S T R A T I O N

12

Data Driven Decisions
Using Data to Make Decisions
– After Action Review (AAR) Team Recommendation
– Learning Team (LT) Recommendation
– Facilitated Learning Team (LT) Recommendation
– Management Specials
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• Learning Teams
• Sponsor Engagement
• Corrective Action Details / Summary
• Status / Disposition
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TCIPI - Lessons Learned / Corrective Action Program 
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TCIPI CAP Tracking - Summary Counts

• Not Started - CA has been approved for action but has not formally 
started work on corrective measures. 

• Complete – CA has completed implementation and has been reviewed 
and accepted as done by responsible manager/process owner

• In Progress – CA has started and is being tracked based upon agreed 
upon schedule or delivery due date

• On Hold – CA has been deferred/delayed to a future date based upon 
priority or dependency or other action to complete first. 

• Closed – CA has been halted before defined/scheduled completion due to 
management decision. 

Learning Team Names # Corrective Actions
20170929 Learning Team 1 4
20180124 Learning Team 2 5
20180313 Learning Team 3 6
20180805 Learning Team 4 9
20181107 Learning Team 5 12
20190422 Learning Team 6 5
20190805 After Action Review (AAR) 1 9
20191210 After Action Review (AAR) 2 2
20200814 After Action Review (AAR) 3 12
20201004 Learning Team 7 12
03252021 After Action Review (AAR) 4 7
20220521 After Action Review (AAR) 5 7
20211115 After Action Review (AAR) 6 2
FY22 Increased Inadvertents - Management Special 1 4
20220621 After Action Review (AAR) 7 3
20230531 After Action Review (AAR) 8 11
20240124 After Action Review (AAR) 9 8
Grand Total 118
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New Effectiveness Table
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Corrective Action Effectiveness
Presenting all 118 Corrective Actions to Date
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Example: SEL - BFR
Problem
• Over the last several months and years, we’ve noticed an uptick of mis-operations with SEL-100 series 

relays and SEL-BFRs on our system. Most recent we had an event in May 2023, again at a different site in 
July 2023, then looking back historically to July 2021 at another location. As these mis-operations were 
trending upward, we had SMEs from various organizations to review the data. 

Analysis
• From the data, we believed the SEL-BFRs to be the highest risk of the two and would require the most 

work to replace due to configuration changes necessary to fit a replacement. 
• TCIPI represented these BPA SME’s who had asked that Engineering / Program Management consider 

making these replacements a priority on our system. 
• The substation list was narrowed down to 8 due to their risk level based on our Agency’s 5-level Risk 

Assessment Scale (Reliability) and asked for all to be prioritized by our Asset Management Team. 
Actions Taken
• As a result of this analysis, risk assessments, corrective measure development and more; BPA is now able 

to get these BFR replacements completed under an emergency capital work order for each identified 
site.  Work has already begun.
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BPA Agency-Level Consequence Scales*

Consequence 
Type
Score

Financial 
-BPA 

Impact-
(PV)1

Environmental Stewardship4

-Societal Impact-
(Air, Land, Water, F&W 

Resources)

Safety
-Societal 
Impact-

Legal/Regulatory4

Regional Accountability
- Societal Impact -

(Reputation; customer & 
constituent satisfaction)

Reliability
-MWs-
(TBL)

Reliability
-MWHs-

(PBL)

5 = Extreme >$100 M

Substantial, extensive and lasting 
damage or impact to ecosystems, 
environmental resources, natural 
resources and/or valued species. 
Widespread and long-term corrective 
action, e.g. remediation or mitigation 
required.

Fatality or multiple 
severe irreversible 
disabilities

Violation or non-compliance with a 
fundamental statute, regulatory 
principle or standard leads to severe 
observable impacts and orders for 
substantial corrective action, including 
major mandatory changes in BPA 
operations or administration.

Extreme negative national and 
ongoing media, Fed, customer and 
constituent attention and 
criticism; extreme damage 
control.

Violations resulting from 
multiple contingencies 
even after load shedding 
over 300 MW has been 
applied

Cumulative loss of over 3 
million MWHs net generation 
deliveries or conservation 
resource acquisition

4 = Major $10M - 
$100M

Major damage or impact to 
ecosystems, environmental resources, 
natural resources and/or valued 
species. Major corrective action, e.g. 
remediation or mitigation required.

Severe disability Violation or non-compliance leads to 
observable impacts and orders for 
corrective action, including some 
mandatory changes in BPA operations 
or administration.

National spike or ongoing regional 
media, Federal, customer or 
constituent attention;  Major 
damage control

Violations resulting from 
multiple contingencies 
even after load shedding 
of 100 MW to 300 MW 
have been applied

Cumulative loss of 1 million to 3 
million MWHs net generation 
deliveries or conservation 
resource acquisition

3 = Moderate $1M - $10M

Some observable damage or impact to 
specific localized environmental or 
natural resources. Impact on wildlife 
uncertain. Some localized corrective 
action, e.g. remediation or mitigation 
required.

Serious injury, 
immediate medical 
treatment needed

Violation or non-compliance causes BPA 
to adopt modest changes in BPA 
operations, policies or procedures.

Regional spike or ongoing local 
local media, Federal, customer or 
constituent attention and 
criticism; moderate damage 
control

Load loss of 50 to 100 
MW

Failure of critical generation 
equipment, leading to serious 
workarounds; zero up to 1 
million MWHs cumulative loss 
of generation deliveries or 
conservation resource 
acquisition.

2 = Minor $100K - $1M

Minor observable effects. No mortality. 
Corrective or mitigative action 
uncertain.

Injury requiring 
first aid, delayed 
medical treatment 
OK

Minor change in operations or 
administrative flexibility

Spike of local media attention 
and/or internal complaints only 
(e.g. AEs or other)

Load loss of up to 50 
MW

Reduced operating margins 
elevate risk, but no externally 
observable impact on service. 

1 = Insignificant <$100K

No or small transitory effects, no 
corrective or mitigative action 
required.

No or minor injury, 
first aid only

No or Insignificant effect on operations 
or administrative flexibility

No impact or Isolated internal 
complaints

Momentary interruption 
with automatic 
restoration; no customer 
loss of load

Failure of non-critical assets but 
minimal risk or observable 
impact on service 

*Consequences are not comparable across columns and shall not be used to infer comparability between categories of impact. 
      1 - PV Costs for map of risks incurred from doing project; PV Avoided Risks (or Benefits) for map of risks avoided from doing project; Scale will depend on CAB-Approved thresholds.
      2 - MWHs can mean one event or multiple aggregated events.
      Financial is a "natural scale,"  Legal/Regulatory is a "constructed" scale and Regional Accountability is a "proxy" scale.
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For question about Risk Chart Contact: BPA Enterprise Risk Manager via email jcshea@bpa.gov

mailto:jcshea@bpa.gov
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TCIPI – Other Achievements
Overall Achievements since 2018

• 275 events evaluated by the Disturbance Team to date.
• 221 Human Initiated Reliability Events (TCIPI reports) submitted / analyzed across Transmission to date
• Completion of 17 “Lessons Learned – Root Cause Analysis” 
• 118 Corrective Actions approved for implementation by Management

Ongoing cooperation with Safety:
• Integration with Safety to form a unified front for our personnel, showing a tangible sign of partnership. 
• Occasionally when a Safety Event occurs there is also a Human Initiated Reliability Event associated. We 

assess these events against our reportable criteria and evaluate them for reliability continuous 
improvement.  

• TCIPI resource engagement on Safety Incident Assessment Teams (IAT). Supporting team facilitation, 
documentation of findings, management of Corrective Action reviews and approvals.

• Leading development of Agency Decision Framework effort resulting from recently completed Safety IAT
• Development of process to collaboratively review Safety and TCIPI “Near Hits” in a secured environment



B O N N E V I L L E  P O W E R  A D M I N I S T R A T I O NB O N N E V I L L E  P O W E R  A D M I N I S T R A T I O N

19

TCIPI – Summary
We are
• Learning-driven
• Cross-Transmission in nature and intent
• Transparent in execution to build trust 
• We focus on the “What” and not the “Who”
• Collaborative by design
• Forward looking to apply predictive value to business decisions
• Adaptive to the changing environment
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Questions
Thank you for your interest in TCIPI



Human Performance 
Improvement & Substation 

Operations

Gary Riibe Jr.
Substation Operations Manager-West
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797,000

3,100

423
Communities Served

Natural Gas Customers

MidAmerican Employees

820,000
Electric Customers
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About Me

• Electrical Engineer (PE)

• 21+ Years Substation

• Married 20+ Years

• Father of 4 Active Kiddos

• Red Sox Fan (married into it)

• Volunteer Youth Sports Coach

• Lover of BBQ and Ice Cream

• Green Thumb

• Enjoys the Great Outdoors
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My Background

• From Sioux City, Intern with MEC (Sub Ops, Thermal Gen)

• Graduated U of Neb-Lincoln in Electrical Engineering, Dec 2002

• Started w/ MEC at Davenport in Substation Engineering, Jan 03’
– Played fantasy football 2003-2005 and met many MEC employees

• Transferred to Substation Operations 2006 at Council Bluffs
– Supervisor of a real team of substation electricians and techs to complete 

compliance tasks, projects and job packages in SW Iowa
• (like a fantasy roster, who are the “sleepers”, “must starts” and PUPs each week)

• Transferred to Sioux City, Sub Ops in 2011
– Back to engineer for a bit, 2014 the manager of NW an SW Iowa

– Met a new team in SC, they were somewhat the same but different than 

the team in Council Bluffs
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Understanding People and Their 

Differences

• Around this time of moving around, I thought that parts of 

people are the same
– These parts come together to make up who they are, their personality 

– Different parts, make a different person…and different personalities
• Part of Person A + part of Person B + part of Person C = Person Z

• Could be a totally different person than any of persons A or B or C
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Clifton Strengths (34 of them)

• Jan 2020 I completed a Clifton Strengths assessment
– Arranger: 

• Can organize but have flexibility.  Like to figure out how to arrange for maximum productivity

– Ideation: 
• Facinated by ideas.  Able to find connections between seemingly disparate phenomena

– Positivity: 
• Contageous enthusiasm.  Upbeat and can get others excited about what they will do

– Achiever: 
• Work hard and posses a great deal of stamina.  Have satisfaction in staying busy and productive

– Developer: 
• Recognize and cultivate potential in others.  Spot small improvements and derive satisfaction from 

this evidence of progress

– Had to know what these strengths meant about me and my team
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Personal Importance Level

• What is it?
– A number system used to understand level of interest and understanding 

in conversations

• How do we use it?
– We’ll look at the number above the listener’s head when we’re speaking 

and see if the other person cares or understands what we are talking 

about

– If the number is low, give more details or be more interesting…if possible

– If the number is high, they understand or care

– If the listener sees that the speaker’s number is high, they’d know when 

to listen or pretend to care about what the speaker is saying
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Evolution of Human Performance

• 3/3/1979, I was born on my dad's birthday and named after him
– Identity theft was created that same day (needs verified)

• 3/16/1979, movie about a core meltdown “The China 

Syndrome” that occurs at a power plant in California
– China Syndrome: a nuclear meltdown scenario, so named for the fanciful 

idea that there would be nothing to stop the meltdown tunneling its way to 

the other side of the world (China)

• 3/28/1979, Three Mile Island in Middleton, PA has a partial 

meltdown of Unit 2 (TMI-2) reactor due to human error
– The most significant accident in US commercial nuclear power history

– By 12/1979, Institute of Nuclear Power Operations (INPO) was formed



• DOE Human Performance Improvement Handbook June 2009

• It’s 300+ Pages, 2 Vol
– DOE was created in 1977, post 1973 oil/energy crisis (prices quadrupled)  

• 5 Principles of Human Performance
1. Error is normal. Even the best people make mistakes.

2. Blame fixes nothing.

3. Learning and Improving is vital. Learning is deliberate.

4. Context influences behavior. Systems drive outcomes

5. How you respond to failure matters. How leaders act and respond 

counts.

• 2016 no PD Logs, 2017 singed Commitment to Excellence
9

Evolution of Human Performance
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Evolution of Human Performance

at MidAmerican

• MEC along with others start doing ‘NERC Testing’

• MEC Timeline:
– 2012 MEC using ENOSERV

– 2013 NERC testing starts Q4

– 2014 full NERC testing year

– 2016 Deploy HPI Kits-Sub Ops

– 2019 Written isolation plans req’d

– 2020 Develop Standard Practices
• For all parts NERC Testing

– 2021 HPI Champ Program
• Created HPI Relay Testing eBook

– 2022 Add champs, tools, plans, etc.
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2019-2020 Workshop Pays Off

• We found where our holes were and developed more layers of 

defense.  

• Found that most errors were coming from similar tasks
– CT circuit errors (now use Thru Fault Testing)

– Drawing/Drafting errors, latent errors

– Use of *JUMPERS* in NERC testing!

– Different methods being implemented 

• Developed common methods 

• Banned use of jumpers in relay panels

• Promoted flags and barriers down to the test switch level
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Workshop Photos
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Work Smarter Not Harder

•  Developed MEC HP Playbook, Work Zone, and Culture!
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Learn From Others-NATF

• Participate in Practice Groups and Forums 
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Substation Engineering

• Substation Engineering Presented on use of HPI Tools in NATF 

HPI Workshop.

• Presentation was over
– the HPI involved in the design

– QA of physical prints

– QA of protection/control wiring and schematics

– Use of 30/60/90 review
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Substation Operations

• Sub Ops followed up the presentation by Sub Eng

• Showed our HPI eBook and (AR) Augmented Reality Apps
– Used to aid in training apprentices, engineers

– Supervisors, journeymen, and even contractors

• Talked about how we work with Sub Eng
– Take their design package to successful outcomes

– Could have errors (noted on previous presentation)

– Apply our HPI tools, different 30/60/90 milestones

• Sub Ops follow T/C contractors
– They must do the same HPI tasks as MEC
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Augmented Reality

• Forget about hover boards, we need “Free Guy” glasses
– Overlay important details “virtually” to the real world (Augmented Reality)

– Would allow us to “see” error precursors, increasing human performance

– We’d have “AI” awareness, brought to our human attention in real-time

– “Personal Importance Levels” are displayed in conversations!
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eBook Demo



19

eBooks Operations
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eBooks for Office
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eBooks for Specific Procedures



• HPI is available to and used by all the groups at MEC (2015->2024) 

• New HPI Champions are made each year (2 sessions per year)

• You start to hear "HPI speak" on meetings (that was awesome!)

• Part of the onboarding and overall culture, share best 

practices/expectations/etc. (no hard knocks)

22

Human Performance Resources



• 5 Principles of Human Performance
1. Even Superman has a bad day 

Create HP Champions, Understand what it is to be human, Clifton Strengths

2. Blame fixes nothing 
Commitment to Excellence

Senior Management need to support the effort

3. Learning and Improving is vital. Learning is deliberate. 
eBooks, build your library of knowledge and preserve it, share it

4. Context influences behavior. Systems drive outcomes.
Build that culture!  Fix the procedure.  Find those error likely situations. It all influences us. 

5. How you and leaders respond to failure matters. 
People achieve high levels of performance because of the encouragement and reinforcement received 

from their leaders and peers.
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Final Thoughts



24

Questions?
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Human and Organizational 

Performance  
An Event Causal Assignment Analysis

Ed Ruck, Senior Engineer of Event Analysis, NERC

BES Protection System Misoperation Reduction Workshop

October 1, 2024
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• Electric Reliability Organization 
Event Analysis Program 
▪ A program that includes reviewing 

off-normal events occurring on the 
bulk power system.

▪ Requires industry participation and 
support to be effective.

▪ Used to identify and publish 
lessons learned (NERC website) 
and support system reliability.

▪ Event reporting supports 
identifying trends, identifying 
themes of occurrence, studying 
impact-risk relationships, and 
improving operating culture.

Data Source

Copyright: NERC
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• Trends are identified by cause codes that include the 
following:

Engineering and Design Equipment and Material

Human Performance  Management and Organization

Communication  Training

Other   Overall Configuration

No cause found  Information to determine cause LTA

Data Source
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Event Numbers

NUMBER OF UNIQUE 

QUALIFIED EVENTS

1,855

NUMBER OF EVENTS 

CAUSE CODED

1,790
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• Root cause identification continues to improve

• Overall average is 55.4%

• 2018–2022 (rolling average of last 5 completed years) is 65.9%

   

*AZ Codes represent when a specific correctable/actionable root cause cannot be 
determined for an event

Root Cause Identification Rate
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• Human Performance refers to individual human performance
▪ Refers to when a person makes a decision as an individual, not as part of a 

team

▪ A substitution test would show different results, excluding the operating 
environment from influencing individual action

• Organizational Performance refers to practices, policies, 
procedures, management decisions, etc.
▪ This would include work that is done as part of a team effort

▪ Substitution test would show similar result indicting the operating 
environment leading the individual to action

Human Performance & Organizational 
Performance
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• Skill-Based Mode 

• Rule-Based Mode

• Knowledge-Based mode 

• Work Practices Error** (This is when a person can’t perform the 
task or deliberately causes an error.)

* Based on Rasmussen’s model

** Not Based on Rasmussen’s model

Types of Human Error*
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• Skill-Based Mode–associated with highly practiced actions in a 
familiar situation 

• Main error driver–Distraction

• Error Rate 1:10,000

Skill Based Mode
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• Rule Based Mode – based on the selection of stored rules 
derived from one’s recognition of the situation

• Main error driver – Incorrectly identified the problem

• Error Rate 1:1,000

Rule Based Mode
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• Knowledge-Based Mode–Behavior based on unfamiliarity, so 
individuals must rely on experience, perceptions, and perspectives

• Main Error Driver–Lack of a good mental model

• Error Rate 1:2

Knowledge Based Mode
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• Human Performance has 
been identified as either a 
root cause or a contributing 
factor 329 times since 2010

• Average of ~26.2 events per 
year

• So more than once every 
other week, someone is 
making a mistake with 
consequences for the grid

Human Performance Issues
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• Skill-Based Error (182 times)

• Rule-Based Error (70 times)

• Knowledge-Based Error (41 
times)

• Unknown mode (33 times)

• Work Practices Error (3 
times)

Where are the problems

182
 55%

70
 21%

41
13%

3,
1%

33
10%

Observed Error Modes

Skill Based Rule Based Knowledge Base

Work Practices Unknown Type
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Out of 329 times a human performance code was identified, the 
top five codes were:

• Check of work Less than Adequate (LTA) (71 times, skill based) 

• Individual Human Performance (33 times, unknown mode) 

• Incorrect performance due to mental lapse (27 times, skill 
based)

• Situation incorrectly identified or represented resulting in wrong 
rule used (27 times, Rule based) 

• General Skill Based Error (25 times) 

HP codes – Top 5
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So is it just the Human?
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The PII Performance Pyramid TM

What do others see?
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• Organizational Performance 
has been identified as a root 
or contributing factor 1,116 
times

• Average of ~89 events per 
year

• This is over 3x the rate of 
Individual Human 
Performance issues

Organizational Performance Issues
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Out of the 1,116 times organization performance has been 
indicated as factor, the top five are the following:

• Job scoping did not identify special circumstances and/or 
conditions (135 times)

• Corrective action responses to a known or repetitive problem 
was untimely (99 times)

• System interactions not considered or identified (97 times)

• Risks/consequences associated with change not adequately 
reviewed/assessed (74 times)

• Previous industry or in-house experience was not effectively 
used to prevent recurrence (62 times)

Organizational Performance Issues – 
Top 5
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• Design/Engineering has been 
identified as a root or 
contributing factor 1,210 
times 

• Average of ~95 events per 
year

• This is over 3x the rate of 
Individual Human 
Performance issues

Design/Engineering Issues
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Out of the 1,210 times Design and Engineering has been indicated 
as factor, the top five are the following:

• Design output scope LTA (528 times)

• Errors not detectable (134 times)

• Independent review of design/documentation LTA aka, peer 
checking (126 times)

• Design output not correct (111 times)

• Testing of design/installation LTA (70 times)

Design/Engineering Issues – Top 5
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• Only 3.6% of identified event 
root causes indicate that the 
event is due to an Individual 
Human Performance issue

So is it the Human?

Human Perfomance vs 
All Other Root Causes

Total non AZ Human Performance
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• 41.0% Organizational Performance (45.9% past 5 years)

• 26.4% Design and Engineering (26.5% past 5 years)

• 3.6% Human Performance (3.5% past 5 years)

Where are our issues?
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Organizational Performance 41.0%

Design and Engineering 26.4%

Equipment 14.6%
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No Cause Found 0.59%
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Organizational Performance 45.89%

Design and Engineering 26.52%

Equipment 10.64%

Other 7.32%

Communications 4.01%

Human Performance 3.49%

Training 1.39%

Overall Configuration 0.69%

No Cause Found 0%
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• Human performance 
remains fairly constant at a 
very low level

• Engineering has decreased 
over the past few years

• Organizational Performance 
issues remain a major driver 
of Categorized events

Human Performance vs. Organization 
Performance
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Top HP/OP Event Root Causes

Eng. Design Output 
Scope LTA (184 

times)

Org. Performance – Job 
scoping did not identify 
special circumstances 
and/or conditions (67 

times)

Org. 
Performance – 

System 
interactions 

not considered 
or identified 

(40 times)

Org. Performance – 
Risks / consequences 

associated with 
change not adequately 

reviewed / assessed 
(31 times)

Org. Performance – 
Management policy 

guidance or 
expectations not 

well-defined, 
understood, or 

enforced (29 times)
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Conclusions
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• “Human Performance issues” are usually a symptom of larger 
challenges within a company.

• Best ways to reduce events are by performing the following:
▪ Working to improve engineering, especially improving the understanding 

of all the ways a design could fail and ensure you have a robust peer 
review process

▪ Working with supervisors and crews to improve job scoping and 
understanding of how systems interact with each other

▪ Ensuring that all potential impacts or dependencies are identified, 
reviewed, and (if needed) modified to accommodate changes when they 
are made

▪ Ensure that policies and expectations are well defined and understood by 
your employees and contractors

Conclusions (Cont’d)
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• Doing what is easy vs doing what is hard
▪ It is easy to blame the individual human, a 

failed component, or weather

▪ It is harder to admit our processes, 
procedures, and policies need improvement

• Yet, It is by identifying and doing what is 
hard that results in significant 
improvement for a more Reliable, 
Resilient, and Secure industry.

“We choose to go to the Moon in this 
decade and do the other things, not 
because they are easy, but because they 
are hard.” – President John F. Kennedy

Conclusions (cont’d)

Image Credit: NASA
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• ERO Event Analysis Program Website

• ERO Event Analysis Process Document

• ERO Cause Code Assignment Process

• Lessons Learned Website

References

https://www.nerc.com/pa/rrm/ea/Pages/EA-Program.aspx
https://www.nerc.com/pa/rrm/ea/ERO_EAP_Documents%20DL/ERO_EAP_v4.0_final.pdf
https://www.nerc.com/pa/rrm/ea/EA%20Program%20Document%20Library/CCAP_Manual_2023.pdf
https://www.nerc.com/pa/rrm/ea/Pages/Lessons-Learned.aspx
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Questions and Answers

Contact:

Ed Ruck

Senior Engineer of Event Analysis

ed.ruck@nerc.net

mailto:ed.ruck@nerc.net
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Wildfire Risks and Mitigation 
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Introduction

Wildfires (bush fires or forest fires) have become more 

frequent and more damaging in recent years. 

The impact of fires is made worse by the increased 

development in Wildland Urban Interface areas. 

Electrical equipment is not the largest cause of wildfires but 

the fires that they cause tend to become larger and more 

damaging due to their relationship to the environmental 

conditions at the time of ignition 

(i.e., high temperatures, dry fuel, and high wind conditions). 

3

1

3

2
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Introduction

4

Location Victoria, Australia

Statistics

Date(s) 7 February – 14 March 2009 Multiple Fires

Burned area 450,000 hectares (1,100,000 acres)
[1]

Cause

Various confirmed sources including:

• Power lines
[2]

• Arson
[3]

• Lightning
[4]

• Machinery
[5]

Land use
Urban/rural fringe areas, farmland, and forest 

reserves/national parks

Buildings 

destroyed
3,500+ (2,029 houses)

Deaths 173
[6][7][8]

Non-fatal injuries 414
[9]

With costs approaching $100 billion, the 

fires are Australia’s costliest 

natural disaster. January 16, 2020

https://en.wikipedia.org/wiki/Victoria_(Australia)
https://en.wikipedia.org/wiki/Black_Saturday_bushfires#cite_note-1
https://en.wikipedia.org/wiki/Black_Saturday_bushfires#cite_note-VBRC-Vol.01-ch.5-p.075-2
https://en.wikipedia.org/wiki/Arson
https://en.wikipedia.org/wiki/Black_Saturday_bushfires#cite_note-arson-3
https://en.wikipedia.org/wiki/Lightning
https://en.wikipedia.org/wiki/Black_Saturday_bushfires#cite_note-lightning_grampians-4
https://en.wikipedia.org/wiki/Black_Saturday_bushfires#cite_note-sparks-5
https://en.wikipedia.org/wiki/Black_Saturday_bushfires#cite_note-6
https://en.wikipedia.org/wiki/Black_Saturday_bushfires#cite_note-7
https://en.wikipedia.org/wiki/Black_Saturday_bushfires#cite_note-8
https://en.wikipedia.org/wiki/Black_Saturday_bushfires#cite_note-Australian_Medical_Journal-9
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Introduction ‒ Distribution Risk vs. Transmission Risk

5

Camp Fire 115 kV Phase-to-Tower Fault
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Introduction ‒ Wildfires and Their Impacts are Increasing

Judge approves [Utility’s] bankruptcy exit

• A federal judge has approved [Utility's] plan to exit bankruptcy, to 

compensate victims of a series of wildfires in the state that left 

more than 100 people dead in 2017 and 2018.

• The action authorized $13.5 billion in compensation for more than 

70,000 businesses and homeowners for losses sustained during 

the fires, which officials said were started by [Utility’s] equipment. 

The company will emerge from bankruptcy with about $40 billion in 

debt, after agreeing to settle claims from people, insurers, and 

local government agencies for $25.5 billion.

6
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• 374 structures destroyed.

• 185,000+ people evacuated

• $385 Million estimated property damage.

7

Introduction ‒ Distribution Risk vs. Transmission Risk

Kincade Fire 230kV Phase-to-Tower Fault
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Introduction ‒ WECC Weekly (Wildfire) Update

8

Weekly Wildfire Update (PDF)
Western Interconnection Wildfire Assessment_Sept18_Final.pdf (wecc.org)

Weekly Update
https://www.wecc.org/wecc-document/14941

https://www.wecc.org/sites/default/files/documents/communications/2024/Western%20Interconnection%20Wildfire%20Assessment_Sept18_Final.pdf
https://www.wecc.org/wecc-document/14941
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Introduction ‒ WECC Weekly (Wildfire) Update

9

WECC Wildfire Dashboard
https://experience.arcgis.com/experience/87cda22dccde4a35af250469ae12f40e/

Latest Wildland Fire Outlook (NWS)
https://www.weather.gov/fire/

https://experience.arcgis.com/experience/87cda22dccde4a35af250469ae12f40e/
https://www.weather.gov/fire/
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The Economics of Protection 
Methods for Wildfire Risk 
Management in Transmission 
and Distribution Systems
Ali Arabnya – Quanta Technology
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Wildfire Risk Management Strategy: Deep Defense 

The deep defense (or defense-in-depth) approach in 

risk management is a paradigm that has its origins in 

ancient military strategy, which relies on multiple 

lines of defense rather than a single frontline. 

An effective wildfire risk management should achieve 

following objectives:

• Operational resilience

• Financial resilience.

Picture Credit: Mike Eliason, Santa Barbara County Fire Department, AP / IEEE Spectrum 
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Three Lines of Defense for Wildfire Risk Management

A three-lines-of-defense (3LD) framework for end-to-end wildfire risk management can 

facilitate an optimal resource allocation for wildfire resilience building by utilities. 

Wildfire prediction

Situational awareness

Limiting fire-inducing faults

System hardening

Grid asset management

Vegetation management

Wildfire 

prevention

1st Line of Defense 

Deployment of wildfire trackers

Preemptive de-energization 

Effective suppression tactics

Real-time wildfire monitoring

Emergency grid operations

Technologies to minimize impact

Wildfire risk mitigation

 and proactive response

2nd Line of Defense

Recovery logistics

Energy contingency plans

Disaster risk financing 

Community engagement 

Recovery 

preparedness

3rd Line of Defense

Source: Ali Arabnya et 
al., Three lines of 
defense for wildfire risk 
management in electric 
power grids: A review. 
IEEE Access. 2021.
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Counterfactual Risk Analysis

A data-driven counterfactual risk analysis 

can provide crucial input to measuring the 

success metrics of protection methods used 

for wildfire risk reduction.

Incremental (marginal) cost analysis of 

wildfire mitigation strategies (including 

protection methods) can determine the true 

cost difference between various alternatives. 

Picture credit: Cody Warner et al., Risk-Cost Tradeoffs in Power Sector Wildfire Prevention. The Energy Institute at Haas, 2024.
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The Economics of Protection Methods ‒ Fast-Trip Settings

Fast-trip settings should be co-optimized with other mitigation strategies using a risk-

based approach:

Minimize:

 ∑𝒊𝒊 𝒏𝒏 𝑷𝑷𝑷𝑷 𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊 𝒊𝒊 𝒙𝒙 𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 𝒊𝒊 

Subject to:

• Undergrounding cost ≤ CUG

• Vegetation management cost ≤ CVM

• (Hours of fast trip outages) x (value of lost load) ≤ CFT

Ignition data

Probability of 

ignition

p

Consequence of 

ignition

c

Asset risk 

I = p x c

Wildfire risk rating
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Some of the recent challenges and wildfire risk management objectives set by 

utility executives are, as follows:

Industry Perspective ‒ Emerging Trends

Achieving these multi-objective goals require protection methods to work in sync with other risk reduction 
methods considering their microeconomic dynamics in utility businesses. 

1 5

How to reduce the financial 

exposure from wildfire events 

by 90%, asked an electric 

utility CFO? What’s the price 

tag to achieve that goal?
How can Probabilistic Risk 

Assessment (PRA) methods 

from nuclear safety codes be 

leveraged to reduce wildfire ignition 

risk in an electric utility by x percent?

How a utility can reach its 

wildfire risk reduction goals 

using PSPS without 

compromising SAIDI and SAIFI 

reliability metrics? 
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subcommittee to “document protection methods 
used to reduce wildfire risks due to transmission and 
distribution lines.” 
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Team: Utilities, Consultants, Academia, and 
Manufactures 
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Fault Behavior and Ignition Risk

• The capacity of electricity to start wildfire is as old as 
lightning, and the fire ignition risks associated with 
modern electrical equipment led to the creation of the 
National Electrical Code (NEC), produced by the National 
Fire Protection Association (NFPA) beginning in 1897. 

• At a fundamental level, fire ignition risk increases with 
an increase in fault energy. 

• Fault energy is a function of the magnitude of fault 
current and the duration of the fault, but the variety of 
fault conditions that occur on the power system factored 
in with fuel bed and climate conditions make for a much 
more complicated picture. 

Presenter Notes
Presentation Notes
The heat energy of an electrical arc = I2Rt (formula for fire ignition risk is much more complicated.)
Voltage absence highlights the similarity between transmission and distribution lines with respect to fault behavior and ignition risk. 
It is the energy at the arc that can ignite the fuel that the arc comes in contact with. 
This energy can be lower but present longer or higher and present for a brief time. Both situations can produce enough heat to ignite fuel that could be present.
There are also a variety of physical factors that decrease the ignition risk profile of transmission lines versus distribution, including: 
the proximity of trees and other vegetation to the lines as well as growth beneath the lines, 
height above ground, 
conductor spacing, and 
the stoutness of transmission construction over distribution. 




IEEE PES PSRC Working Group D45
Fault Behavior and Ignition Risk 
• There are to many variables to determine the exact risk.
• The electrical grid extends thousands of miles throughout the forest and 

has millions of arc possibilities. 
• Each point of the arc can present very different risk characteristics. 
• For over 100 years the grid has used overcurrent and impedance-based 

detection methods to detect and isolate the fault on the line. 
• The protection of the electrical grid focused on the isolation of the fault 

with as little interruption to the rest of grid as possible.
• Relays were coordinated with intentional time delays to allow 

coordination between zones of protection.
• Some faults were cleared with an intentional time delay.

The longer the fault or arc lasts the more heat energy is present and the greater risk of a wildfire.



IEEE PES PSRC Working Group D45
Fault Responsive Relay Applications

• Distributed Energy Resources (DER) on the 
distribution system

• Relay setting change methods:
• Increase fault detection, selectivity, sensitivity, 

and lower relay operation time 
• Automatic and Dynamic Reclosing

• Communication-aided protection methods: 
• Step distance-based communication systems
• Transmission Line-Current Differential (LCD)
• Time-domain and traveling wave protection
• Distribution Line Differential (DLD)
• Sensor-based methods.

S R

RS RR

Figure 4.3.2 . Line Current Differential.

Figure 4.3.1 Simplified Step Distance Communication Scheme

Risk-Cost Tradeoffs in Power Sector Wildfire Prevention, Energy Institute at HAAS, WP 347, Cody Warner, Duncan Callaway, and Meredith 
Fowlie February 2024; https://haas.berkeley.edu/wp-content/uploads/WP347.pdf

https://haas.berkeley.edu/wp-content/uploads/WP347.pdf
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Fault Responsive Relay Applications

Time-domain and 
travelling wave protection:
• Transmission 

application is simpler.

Sensor-based methods:
• Positive detection and 

location of downed 
conductors.

IntegratorRelay
Up to 4 Miles

Repeater 

(Up to 12 Devices)

Extreme Fire 

Threat Area

Elevated Fire 

Threat Area
Typical Latency = 6 ms

5 mi 5 mi1 mi

TWFL

TW for Complex Line Topologies
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Fault Responsive Relay Applications

Distribution Line Differential and  Passive Distributed Measurements

M. Mohemmed, P. Orr, S. Blair, N. Gordon, I. Mckeeman, A. Mohamed, and A. Bonetti, “Differential Protection of Multi-Ended Transmission 
Circuits Using Passive, Time-Synchronised Distributed Sensors,” proceedings of the PAC World Conference, Prague, Czech Republic, 2022.
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High-Impedance Fault Detection and Pulse Counting
Arcing produces a wide spectrum of even-, odd-, and inter-harmonic energy 
along the power line that extend into the megahertz range. 

Detection Strategies:
• Derive the high-frequency signal 

component including  even and odd 
harmonics in the range of sub-harmonic 
to 1 MHz.

• Tune the response of the detection 
algorithms. 

• Logic to differentiate an HIF condition 
from switching operations and noisy 
loads.

• Detect intermittent arcing (i.e. Pulse 
Counting)

Diagram 5.1 Example of time-varying, intermittent, 
and harmonic-rich HIF current waveform

Presenter Notes
Presentation Notes
Pulse Counting
Certain percentage of high-impedance ground faults are intermittent. 
The fault current occurs and then disappears (the fault self-extinguishes). The fault then, typically, reoccurs and then self-extinguishes again, and the process repeats multiple times with irregular intervals. 
This type of high-impedance fault is extremely difficult to detect even with very low ground element settings or even typical high-impedance fault detection algorithms.
Pulse counting will detect the ground current spike or pulse and can be set to count the number of sudden increases in ground current over a set amount of time. 
Counting methods can be setup to alarm or trip for this irregular type of high- impedance ground fault. 
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Incipient Fault Detection 

• Technologies, trials, and solutions being developed or applied for incipient or 
“emergent” fault detection that are potential pre-cursors to fire ignition risks.

• The gold standard sought by the industry are methods to detect incipient faults 
with enough time to take action before high-current faults occur.

• Principles used for the technologies and solutions for incipient fault detection 
can be classified under the following categories:

• Pattern recognition 
• Corona discharge detection / partial discharge analysis
• Remote sensing and LiDAR-based 
• Video monitoring based 
• Fiber-based line monitoring methods.
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Incipient Fault Detection ‒ Falling Conductor Detection 
(FCP), Broken Conductor, Open Phase Methods

• Falling Conductor Protection (FCP) 
systems, developed around 2014, detects 
the electrical signature of circuit voltage 
and/or current changes 

• There is adequate time to deenergize the 
circuit well before the conductors reach 
the ground

• A distribution conductor 33 feet in the air 
takes about 1.4 seconds to reach the 
ground. 

• Voltage sensing is commonly used for 
distribution and current sensing for 
transmission.
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Impact of Fuses on Fire Risk

Various types include:
• Single-phase devices
• Expulsion fuses
• Non-expulsion fuses
• Current-limiting fuses
• Electronic interrupters.

Back Feed Issue: If three-phase or phase-
to-phase transformers are connected on 
the load side of the blown fuse, it can 
result in low-level currents flowing that 
have been known to ignite fires. This is 
sometimes called a back fed fault. Single-Phase Fuse Operation

Fuses are typically the most common protective device installed in overhead distribution systems.
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Neutral Grounding Practices

• Neutral grounding methods can significantly reduce ground fault-
current levels and fire ignition risk. 

• Neutral grounding methods can result in ground fault currents 
ranging from tens of thousands of amps to milliamps.

• When applying delta or high impedance grounding methods the 
effects of temporary overvoltages on equipment and the impact on 
detecting ground faults must be considered.
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Neutral Grounding Practices

• Multipoint grounded Wye or 4-wire 
systems are prevalent for medium- 
voltage circuits in North America. 

• Supports phase-to-phase and phase-to-
ground connected loads. This can reduce 
equipment costs but typically results in 
high levels of ground fault current. 

• High-impedance grounding is usually not 
applied. Load unbalance is often high, 
requiring ground relays with high 
minimum trip. 

• This results in less sensitivity for high-
impedance ground faults . 

Multipoint Grounded Wye Uni Grounded Wye

• Uni-grounded Wye or 3-wire systems are 
common at medium- voltage installations 
internationally. 

• This method supports phase-to-phase 
connected loads without an insulated neutral 
conductor being brought to the load.

• These systems can accommodate different 
grounding methods to reduce ground fault-
current levels by applying neutral grounding 
resistors, reactors, or compensated neutral 
schemes.

• Unbalanced loads do not flow in ground relays 
allowing sensitive ground time-overcurrent 
settings. 
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Neutral Grounding Methods

Multipoint grounded Wye
Uni-grounded Wye
Delta/ungrounded
Delta/grounded
High-impedance grounding for 
Wye grounded systems.

52 
or 89

(a) (b) (c) (d)

High-resistance/reactance/compensated ground
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Compensated Neutral Schemes

Source: PowerCore 
Australia’s Control and 
Ops REFCL GuidebookFuture with REFCL: Less than 0.5 Ampere

PowerlineDistribution Substation

Ground Ground

Neutral
Transformer

Low 
energy

REFCL

�𝐼𝐼 = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

Note: Compensated neutral schemes also referred to as Petersen Coils  were first developed in Germany by Waldemar Petersen in 
the early 1900’s and appear in AIEE papers beginning in 1922.

Presenter Notes
Presentation Notes
These systems divert the ground fault current back into the controlled environment of the substation. the resulting ground fault current at the fault site can be reduced by 90 % or more. Resulting in ground fault currents less than 0.5 A primary can be achieved depending on the size of the distribution system.
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Compensated Neutral Schemes

• The ASC across the neutral, that is 
tuned to the network capacitance, 
will neutralize the unbalanced 
capacitive current resulted from 
phase-to-ground voltage on the two 
healthy phases. 

• A residual current due to resistive 
(residual) losses still exists of 
between 10-20 amperes typically. 
This current is then reduced to 
almost zero by the RCC. 

• 12 kV phase-to-ground on the two un-faulted phases
• 0 kV phase-to-ground on the faulted phase, 

7.2 kV neutral-to-ground
System normal

REFCL compensating for
 Red phase fault

12kV

12kV

Resonant Grounding – How Does GFN Work?
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Compensated Neutral Schemes

 Isolated Neutral

 Directional Residual Overcurrent Methods

 Fault Inception Transient Methods

 qu (Charge Voltage) Method

 Transient Reactive Power Method

 Admittance Methods

 Multi-frequency Admittance Method

 Change in Admittance Method

 Change in Negative-Sequence Current (Δ3* 
I2) Methods

 Harmonics

 Concurrent Algorithm

 Network protection

 System Wide Ground Fault Protection

Rapid Earth Fault Current Limiter (REFCL)

REFCLs come in two main types: 
1) Arc Suppression Coils with no power electronic components
2) Ground fault neutralizers with active residual current compensation using power electronics

Other Methods (Outside North America)
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Regulatory Environment 
in Australia and U.S.
Scott Hayes – PG&E
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Australian Regulation

• In 2016, the State of Victoria, Australia passed 

regulation 32/2016 to reduce bushfire risk.

• The regulations are prescriptive and includes 

45 substations – listed by name and 

latitude/longitude.

• Performance requirements are part of the 

regulation

• In 2016, only one vendor could meet the 

performance requirement. 

3 6
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Australian Regulation

Performance requirement must be validated by testing every year.

3 7

In the event of a phase-to-ground fault on a polyphase 

electric line, the ability:

• (a) to reduce the voltage on the faulted conductor in relation 

to the station earth when measured at the corresponding 

zone substation for high impedance faults to 250 volts within 

2 seconds; and 

• (b) to reduce the voltage on the faulted conductor in relation 

to the station earth when measured at the corresponding zone 

substation for low impedance faults to

• (i) 1900 volts within 85 milliseconds; and 

• (ii) 750 volts within 500 milliseconds; and 

• (iii) 250 volts within 2 seconds; and

• (c) during diagnostic tests for high impedance faults, to limit

• (i) fault current to 0·5 amps or less; and 

• (ii) the thermal energy on the electric line to a maximum I2t value of 0·10;
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Regulatory Framework in the U.S.

3 8

Vegetation 

management 

laws

Vary by state. California Utilities:

• Are not allowed to cut 

healthy trees outside of 

right of way.

• Some right of ways are 

30 feet wide with 100- to 

300-foot-tall trees. 

Vegetation 

management 

laws

Vary by state. California:

• Has GO 95, which applies to 

hardware failures and vegetation 

contacts.

• Faults are generally considered a 

violation due to Utility “Failing to 

Maintain its Facilities Safely…”
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Ignition Risk Formulas
• Scott Hayes, PE, Principal Engineer, PG&E

• Jonathan Sykes, PE, IEEE Fellow, Quanta Technology



Ignition Risk Formulas
Basic research to develop risk equations

• There are no standard industry equations for ignition risk vs fault 
current or clearing times. Initial assumptions that fault energy 
predicted by I2T have been found overly simplistic and not a good 
model of ignition risk. The lack of industry wide ignition risk formulas 
are a result of the chaotic nature of electrical arcs, many construction 
and hardware variables, and large numbers of environmental 
variables.

• Australian testing and PG&E testing have developed some formulas 
that are not consistent or adequate 

• Suggest pursuing  collaborative funding/testing through an industry 
group.



Ignition Risk Formulas
Proposed Fault Types to test

• Wire on Ground Low Z/High Z
• Vegetation on wire(s)
• Overhead arcing fault (Phase to Phase or Phase to Ground)
• Fault height above ground.
• Conductor types and configurations
• Vary fault current and clearing time

Ignore environmental variables (wind speed, temperature, humidity)



Ignition Risk Formulas
Fire Ignition Risk ~ Fault Energy
Fault Energy = ƒ(Fault Current and Clearing Time)

THERE ARE NO EXACT FORMULAS

I2 T R    
Where R is resistance at fault point

PI=
𝟏𝟏

𝟏𝟏 +𝒆𝒆−(−𝟕𝟕.𝟖𝟖𝟖𝟖+𝟎𝟎.𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏)  

PG&E Testing: Constants vary with fault current and environmental factors

𝑷𝑷𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑 𝑰𝑰,𝒇𝒇, 𝒕𝒕 = 𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎 𝑰𝑰 𝟒𝟒𝒇𝒇𝟐𝟐 𝒆𝒆𝒆𝒆𝒆𝒆 𝟎𝟎.𝟕𝟕𝟕𝟕 𝒇𝒇 −  𝟑𝟑.𝟖𝟖𝟖𝟖𝟖𝟖 𝒕𝒕



Ignition Risk Formulas
Fault Behavior and Ignition Risk 

Ignition Probability
Australian Tests – Arc on dry fuel

Particle Counts
PG&E tests – Overhead arcing faults

https://www.researchgate.net/publication/283486798_Probability_o
f_Bushfire_Ignition_from_Electric_Arc_Faults 

Assessment of Hot and Flaming Particles and Fire Risk from High 
Current Faults, Western Protective Relaying Conference 2022 

https://www.researchgate.net/publication/283486798_Probability_of_Bushfire_Ignition_from_Electric_Arc_Faults
https://www.researchgate.net/publication/283486798_Probability_of_Bushfire_Ignition_from_Electric_Arc_Faults
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Questions or 
Comments?
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Accelerate Successful Outcomes for Your Projects 

919-334-3000

quanta-technology.com

info@quanta-technology.com 

linkedin.com/company/quanta-technology/

twitter.com/quantatech

Contact us and follow us today 

https://quanta-technology.com/
mailto:info@quanta-technology.com
https://www.linkedin.com/company/quanta-technology/mycompany/
https://twitter.com/quantatech?lang=en


Automated Solutions and Remote 
Settings Changes - AEP’s Approach 

to Implementing PRC-027-1
Jeff Iler, Nelson Doe, and Manish Thakur

American Electric Power



Automated Solutions and Remote Settings 
Changes - AEP’s Approach to Implementing 

PRC-027-1

2024 ERO Misoperation Reduction Workshop 
Agenda:

• AEP Background

• PRC-027-1 Requirement 2

• What is a Protection System Coordination Study

• AEP’s Initial 765kV Area Study

• Lessons Learned

• Coordination Study Progress



AEP Serves 5.5 million Customers 
in 11 States



AEP’s PRC-027 Applicable Lines



NERC Standard PRC-027-1

Purpose: To maintain the coordination of Protection Systems 
installed to detect and isolate Faults on Bulk Electric System (BES) 
Elements, such that those Protection Systems operate in the 
intended sequence during Faults.

Requirement R2 Each Transmission Owner, Generator Owner, 
and Distribution Provider shall, for each BES Element with 
Protection System function identified in Attachment A:

• Option 1: Perform a Protection System Coordination Study in a 
time interval not to exceed six-calendar years (4/1/2027) ; or

• Option 2: Compare present Fault current values to an 
established Fault current baseline and perform a Protection 
System Coordination Study when the comparison identifies a 
15 percent or greater deviation in Fault current values (either 
three phase or phase to ground) at a bus to which the BES 
Element is connected, all in a time interval not to exceed six-
calendar years; or,

• Option 3: Use a combination of the above.



PRC-027 Attachment A

Attachment A
The following Protection System functions are applicable to 
Requirement R2 if: (1) available Fault current levels are used to 
develop the settings for those Protection System functions; and 
(2) those Protection System functions require coordination with 
other Protection Systems.

21 – Distance if:

• infeed is used in determining reach (phase and ground 
distance), or

• zero-sequence mutual coupling is used in determining reach 
(ground distance).

50 – Instantaneous overcurrent

51 – AC inverse time overcurrent

67 – AC directional overcurrent if used in a non-communication-
aided protection scheme



Option 1 or Option 2? 

Option 1:

• Ensures that Protection Systems are coordinated

• Potentially reduces misoperations caused by 
incorrect relay settings

• May be more costly and time consuming than 
Option 2

Option 2:

• Protection Systems must be coordinated before 
setting a baseline

• May be less resource intensive than Option 1



What is a Protection System 
Coordination Study?

An analysis to determine whether Protection Systems 
operate in the intended sequence during Faults. 

The standard does not prescribe reach margins, 
pickup margins, or coordination time intervals; it 
allows Transmission Owners to define coordination 
criteria based on their own philosophy



AEP’s Coordination Study

21 – Distance
• Zone 1 reach < maximum value

• Zone 2 reach > minimum value

• Zone 2 reach coordinates with Zone 1 relays on downstream
lines

• Zone 3 reach coordinates with Zone 2 relays on downstream
lines

50 – Instantaneous overcurrent
• Instantaneous Elements have adequate margin for remote

bus fault
51/67 –AC overcurrent
• Minimum pickup for line end fault

• Minimum pickup for line end fault with single contingency
source outage



AEP’s Coordination Study

• Coordination checked at the end of the 
instantaneous zone to determine coordination time 
interval (CTI)

• Distance and overcurrent checked together – CTI is 
based on fastest relay function

• Additional check using Aspen OneLiner - Relay 
Operations Using Stepped Events



Initial 765kV Area Study

In 2019 AEP Studied our 765 KV System

• 34 lines, 66 line terminals studied

• ASPEN OneLiner coordination Checking Tools 
were used

Coordination Errors Identified:  

• 9 issues that could result in a misoperation 
(Instantaneous Overcurrent)

• 32 other issues – outside AEP’s setting 
criteria



Initial 765kV Area Study

• Reviewed and updated all 765kV line settings (not 
just attachment A) 

• Opportunity taken to update settings up to AEP’s 
latest guidance
• Directional elements

• Add a time delay to the DCB ground overcurrent 
function

• Disabling phase instantaneous overcurrent 
elements 

• Setting revised for 56 line terminals (112 digital 
relays) 



Why AEP Selected Option 1?

Based on 765kV study results Option 1 was 
selected

• Achieve reliable system protection by ensuring 
all relays are properly coordinated 

• Significantly reduce, and potentially eliminate, 
misoperations caused by outdated and incorrect 
settings

• Provides opportunity to go above PRC-027 R2 
requirements and review and update all 
protective functions



Lessons Learned from Initial 765KV 
Study

1. Updated the philosophy for setting ground 
overcurrent backup protection

2. Automated the development of relay settings

3. Adjusted criteria for Protection System 
Coordination Studies 

4. Automated the execution of Area Protection 
System Coordination Studies

5. Began remotely applying relay settings



Updated the Philosophy for Setting 
Ground Overcurrent Backup Protection

Initial study identified 
GOC settings as leading 
cause of coordination 
errors 
• Disable ground 

instantaneous function
• Slow down time 

overcurrent function
• Allow ground distance 

to operate first 
• GTOC expected to 

operate for high 
impedance faults when 
pilot system it out of 
service



Automated Relay Setting Development

• Automated Relay Settings (ARS) developed by 
Utility Automation Solutions (UAS)

• ARS was initially used for the 765kV PRC-027 
settings – 56 line terminals



ARS Calculation Sheet



ARS UI for Updating Setting Files



Adjusted Criteria for Protection 
System Coordination Studies



Automated the Execution of Area 
Studies

ARS has a module that will:

1. Automatically perform all coordination checks

2. Study multiple lines at one time

3. Output easily identifies where errors exists



ARS - Check Line Protection

• List of lines to be studied is needed

• AEP system divided into 87 groups

• Each groups contains about 20-25 lines



ARS - Check Line Protection

• A summary sheet is 
produced showing 
each terminal that 
was checked

• The results of each 
element checked is 
shown

• This make is easy to 
determine which 
terminals have 
issues



ARS - Check Line Protection

• Individual check sheet is created for each terminal

• Provides details for each check



Remote Application of Relay Settings

PRC-027 required a new approach to implement 
settings

• Procedure developed for remote application of
settings

• Criteria created for settings than can be applied 
remotely

• Setting changes excluded are:
• Critical interconnects; CT ratio, I/O, firmware, trip logic

• Procedure piloted on AEP’s initial 765kV area study

• 55 settings were applied remotely without incident



Study Process



345kV Studies

• 16 groups studied late 2021 thru 2022

• 399 revised settings, 107 did not need reset

Lessons Learned from 345kV Studies

• Interconnects – defer if possible 

• Complete PRC-027 Settings as part of capital 
projects 

Lines Terminals Interconnections

336 506 177



161kV and 138kV Studies

Lines Terminals Interconnections

1642 3020 366

• 70 groups, planned to complete 1/3 each 
year 2023-2025 (15 months margin)

• Estimated 45% of these will be or have been 
completed on capital (20% for 345kV)

Line Terminals 
Studied (7/31/2024)

PRC-027 Specific 
Setting 

Capital Project % O&M 
Expense

967 512 455 53

• Plan revised based on 2023 progress

• Completion Q2 2026 (9 months margin)



Remote Application of Relay Settings

• 31% of settings meeting criteria have been applied 
remotely

• Percentage should increase as personnel become 
comfortable with process

• Estimated time saving – 4 hours per relay, 8 hours 
per terminal 

Settings Meet 
Criteria for Remote 
Application?

Settings 
Applied at 
Station

Settings 
Applied 
Remotely

No – 454 454

Yes – 512 353 159

Total – 966 807 159



Challenges

• System is continually 
changing
• List of line terminals must be 

kept up to date

• Short circuit models must be 
kept up to date

• Budgets and projects 
schedules constantly changing

• Process must be reviewed 
and adjusted



Conclusion

• The initial round of studies is costly and time 
consuming

• End-result:
• Assures all line protection is coordinated 
• All line protection updated to latest guidance 
• Settings more resilient as system change
• Misoperation caused by relay settings significantly 

reduced

• Process ensures system will remain coordinated in 
the future 

• Future studies will be performed more frequently 
then 6 years

• Automated tools are essential to using Option 1!



Questions ?
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Test & Technical Services

Back-to-Back Relay Testing: 
Step-by-Step Commissioning Process 



Introduction

This presentation highlights LADWP's 
typical commissioning methods to ensure 
the successful and smooth installation of 
protection systems on the Bulk Electric 
System (BES).

• Protection system design review 
process and coordination (PRC-027), 
installation coordination and 
commissioning tests.

• Back-to-Back relay testing.

• End-to-End relay testing.



LADWP PRC-027 Program Overview

• Review preliminary and final 
electrical design prints, relay 
schematic and wiring prints, etc.  

 
• Exchange short-circuit model data, 

i.e., impedance parameters & fault 
data. 

• Develop, exchange and review 
preliminary and final relay settings.

• Perform protection coordination 
study and notify entity about 
results.



LADWP PRC-027 Program Overview Cont’d…

• Coordinate the back-to-back 
relay test plan and schedule.

• Arrange for the relay panels to 
be shipped to the lab facility.

• Communicate and verify test 
equipment model & firmware to 
be used for back-to-back 
testing.

• Agree on the relay test routines 
to be used for testing. 



Construction & Commissioning Groups

• Electrical Construction (EC)- 
Installs relay panels, secondary 
wiring and other electrical 
equipment as per the construction 
work package (CWP).

• Station Test (ST) Group– Leads the 
commissioning activities and 
provide support to back-to-back 
and end-to-end testing.

• System Protection & Controls 
(SP&C) Group– Leads back-to-back 
testing, end-to-end testing, 
SCADA/RTU commissioning and 
PRC-005 baseline testing. 



Prepare Relay Panel for Back-to-Back Testing

• Relay panel point-to-point wiring verification 

“ring-out”, “buzzing” (CWP wiring prints).

• Verify relay panel labels match design.

• Relay cut-off blades, test switches and lock 

out relays function properly.

• Any wiring issues found need to be resolved.

• Power up the relays.

• Relay firmware version verification & provide 

info & default settings file to settings engineer.

• Verify test equipment model and firmware 

version compatibility.

• Verify final relay settings match the approved 

relay settings write up and upload.



Prepare Relay Panel for Testing – Cont’d...

• Set-up antennas to time synchronize the test 

equipment (Fault Simulator) to the GPS clock.

• Relay metering test verification i.e., single 

phase and three phase voltage and current 

injection to verify CT & PT ratios and test the 

set-up connections. 

• Perform “stand alone panel” schematic 

functional test down to the termination blocks 

and perform "Trip Test" using “dummy” 

breaker(s).



Back-to-Back Test Activities 

• Run fault simulation routines to verify 

protection schemes and logic function as 

designed, i.e., trips for all internal faults and 

time delay backups, and restraints for external 

faults.

• Resolve any settings test discrepancies with 

protection engineer(s).

• Secure the relay settings by setting relay 

passwords. 

• Generate and review back-to-back relay test 

reports

• As-Left relay setting files are exchanged, 

reviewed, and approved

• Ship relay panels to the field for commissioning.



Prepare Equipment for End-to-End Testing

• Communicate and coordinate with Electrical 

Substation Construction (EC) personnel for the 

demolition of existing equipment and wiring, 

as applicable.

• Communicate and coordinate with EC 

personnel for the installation and testing of 

new power system equipment (i.e., circuit 

breakers (CBs), transformers, voltage 

transformers (VTs), secondary wiring, etc.)

• Coordinate with EC for the installation of the 

relay panels

• Verify field point-to-point wiring “ring-out”, 

“buzzing” (i.e. CTs, VTs, CBs, etc.).
Source: IEEE 
C37.233 2009



• Verify CT taps ratio & polarity, i.e. non-polarity 

common or polarity common? 

• Verify CT circuit grounding & wire insulation, 

check for “shorts and ground”. 

• Verify field-to-panel terminal blocks wiring, all 

links open, “ring-out” and conductor insulation 

test “Megger”, i.e., 500 V - 1000 V dc.

• Verify field wiring diagram matches the relay 

schematic diagram (URELs), “field wiring vs 

schematic”.

• Secondary current and voltage injection from 

furthest point i.e., CB terminal panel to verify 

wiring and metering values in the relay. 

Prepare Equipment for End-to-End Testing Cont’d…



• Verify communication channels are working (i.e. 

Fiber Optic, Microwave, etc.), i.e. DIFF protection, 

POTT, etc.

• Perform schematic wiring functional test (i.e. DC 

control circuits, Trip CBs “Trip Test”, etc.).

• Verify relay display and LEDs match the programmed 

settings.

• Perform Pre-Site Acceptance Testing (Pre-SAT) of 

RTU/SCADA mapped points to HMI (Human Machine 

Interface computer). (Local test first)

• Perform Site Acceptance Testing (SAT) of RTU/SCADA 

mapped points to the Energy Control Center (ECC).

Prepare Equipment for End-to-End Testing Cont’d…



• Prepare the PRC-005 Baseline 

commissioning test document to record 

the test data

• Verify relay settings: As-Found vs Final 

Approved Settings File.

• Verify relay communication is normal.

• Agree with the remote end team at what 

time to start with the first test and so on, 

“going at…hh:mm:ss”

• Run fault simulation routines to verify 

protection schemes and logic function as 

programmed & designed, i.e., trips for all 

internal faults and time delay backups, 

and restraints for external faults.

End-to-End Testing



End-to-End Testing Cont’d…

• Resolve any end-to-end test discrepancies 

with protection engineer(s).

• Generate and review end-to-end relay test 

reports i.e., sequence of event record for 

each test.

• Develop PRC-005 Baseline Commissioning 

Test report for review and filing.



Declarations (Ok for Service) To ECC

• Ensures the NERC critical infrastructure 

protection (CIP) requirements for new cyber 

asset compliance documentation is completed.

• Upon successful completion of all tests, 

communicate with Electrical Construction to 

declare equipment, i.e. CBs, etc. “OK for 

Service” to the Energy Control Center (ECC) 

Load Dispatcher (LD)

• Commissioning Team declares protective relays 

“OK for Service” to ECC LD.



In-Service Test “Load Checks”

• Line charging current & 
voltage reads

• Verify phasing, rotation, load 
checks and meters are 
correct.

• Exchange load check data 
with the remote 
commissioning team

• Prepare & send load data 
report to setting engineers.

• File As-Built drawings and 
supporting documents.



    Commissioning Story 1

• Inter-Tie 230kV Transmission line  
• Dual Protection – SEL-311C(Dev.21) 

& GE-L90(Dev.87L)
• Communication Channels: Digital 

MW & Fiber Optics
• Followed above commissioning 

methods & steps
• Results: No commissioning 

discrepancy found
• Transmission line commissioned 

successfully 



     Commissioning Story 2

• Inter-Tie 230kV short transmission line 
(approx. 6 miles)

• Dual Differential Protection – 
 SEL-411L(Dev.87L1+21 BU) & 
 GE L90(Dev.87L2 + 21 BU)
• Communication Channels: Digital 

MW & Fiber Optics
• Followed above commissioning 

methods & steps
• Results: Commissioning discrepancy 

found during end-to-end testing



     Commissioning Story 2 Cont’d…

• Zone 2 BU test FAILED during end-to-end testing. 
• However, Zone 2 BU test PASSED during back-to-back 

testing.
• Findings: Settings changed at remote terminal prior to 

the start of end-to-end testing.
• Mitigation: Meeting with relay setting engineers to 

discuss the findings and a resolution was agreed upon.
• All end-to-end test passed after the resolution was 

implemented.
• Lesson Learned: Prior to the start of the end-to-end 

testing exchange final relay settings once again.



    Conclusion

• In conclusion, LADWP approach to commissioning of the 

protection systems installation ensures new equipment to 

the power system is of the highest quality and meets 

FERC/NERC regulatory compliance. 

• As can be seen in this presentation, the commissioning 

methods involve several steps, such as, preliminary design 

review, preliminary and final settings review, coordination of 

test plans, back-to-back test, end-to-end test, etc. 

• The two commissioning stories presented here highlight the 

successes and lessons learned from each project. 

• Thank you for the invitation to participate in this effort to 

promote best commissioning practices. 



End of Presentation

     Thank You!
      
         
     Presented by: Los Angeles Department of Water and Power

     Name: Cleofas Rojas, P.E.
     E-Mail: Cleo.Rojas@ladwp.com
     Phone: (213) 367 - 7291

     Name: Sanjay Mehta, P.E.
     E-Mail: Sanjay.Mehta@ladwp.com
     Phone: (213) 367 – 7294

     

mailto:Cleo.Rojas@ladwp.com
mailto:Sanjay.Mehta@ladwp.com


UFLS PROGRAM CHALLENGES AND 
SOLUTIONS IN LOW INERTIA SYSTEMS

1

Kevin W. Jones, Consulting Engineer, System Protection Engineering

Presented to NERC Mis-Op Reduction Workshop

October 2, 2024

© 2022 Xcel Energy



OUTLINE OF PRESENTATION
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 UFLS Challenges in Predominately Renewable GEN World Recap

 Need to Rethink Underfrequency Mitigation Strategies

 Solution #1:  Replace Inertia with Synchronous Condensers

 Solution #2:  Arrest Frequency Pre-UFLS with BESS

 Solution #3:  Implement Patent Pending RoCoF UFLS Program

 Conclusions



What is Automatic UFLS?  What is its Purpose?

3© 2022 Xcel Energy

 Automatic UFLS is a last-ditch, first line of defense to prevent blackouts and 

generator steam turbine damage

Time is CUMULATIVE over the life of 

the machine!!

Prevent Generator Turbine Damage

Blackout Avoidance



Brief History of UFLS
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 1965 Northeast Blackout

 2003 Northeast Blackout

 2011 Arizona-Southern California Blackout

 2016 South Australia Blackout

Blackout

Load Lost 

(MW)

People 

Affected 

(Millions) Interesting Facts

1965 NE 20,000 30 Min. UFLS; NERC1 formed 3 years later

2003 NE 62,000 50 26,000 MW UFLS; NERC2 Standards

2016 S. Australia 1,826 0.85 ALL UFLS tripped; –6 Hz/s ROCOF

2011 Arizona-SoCo 2.7 ALL UFLS tripped; –3 Hz/s ROCOF7,835

1 National Electric Reliability Council
2 North American Electric Reliability Corporation



UFLS Technical Basics
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 Frequency rise/decay equations:

System Frequency (60 Hz)

Time (s)

Final Frequency

Change in Load (–) or 

Generation (+) in pu

System Inertia in MW ∙ 𝑠 /𝑀𝑉𝐴

Load Damping 

Constant in pu

Solve at t = 0



UFLS Regional Practices
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SPP/Eastern Interconnect (EI) *

* Table is SPP specific, but Eastern Interconnect general with regional variations.

WECC

ERCOT

𝐸𝐼 𝑀𝐴𝑋 𝐷𝑒𝑠𝑖𝑔𝑛 𝑅𝑜𝐶𝑜𝐹 =
59.3 𝐻𝑧 − 59.0 𝐻𝑧

൘
(6 𝑐𝑦𝑐. 𝑇𝐷 + 4 𝑐𝑦𝑐. 𝐶𝐵)

60
𝑐𝑦𝑐.
𝑠𝑒𝑐.

=
0.3 𝐻𝑧

0.1667 𝑠𝑒𝑐.
= 1.8

𝐻𝑧

𝑠𝑒𝑐.

𝐸𝑅𝐶𝑂𝑇 𝑀𝐴𝑋 𝐷𝑒𝑠𝑖𝑔𝑛 𝑅𝑜𝐶𝑜𝐹 =
59.3 𝐻𝑧 − 58.9 𝐻𝑧

൘
(6 𝑐𝑦𝑐. 𝑇𝐷 + 4 𝑐𝑦𝑐. 𝐶𝐵)

60
𝑐𝑦𝑐.
𝑠𝑒𝑐.

=
0.4 𝐻𝑧

0.1667 𝑠𝑒𝑐.
= 2.4

𝐻𝑧

𝑠𝑒𝑐.

𝑊𝐸𝐶𝐶 𝑀𝐴𝑋 𝐷𝑒𝑠𝑖𝑔𝑛 𝑅𝑜𝐶𝑜𝐹 =
59.1 𝐻𝑧 − 58.9 𝐻𝑧

൘
(6 𝑐𝑦𝑐. 𝑇𝐷 + 4 𝑐𝑦𝑐. 𝐶𝐵)

60
𝑐𝑦𝑐.
𝑠𝑒𝑐.

=
0.2 𝐻𝑧

0.1667 𝑠𝑒𝑐.
= 1.2

𝐻𝑧

𝑠𝑒𝑐.



Need to Rethink Existing UFLS Program
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❑ High penetrations of renewable resources are depleting 
system inertia

❑ Lower system inertia results in higher Rate-of-Change-
of-Frequency (RoCoF)

K. Jones, P. Pourbeik, Et. Al., “Impact of Inverter Based Generation on Bulk Power System Dynamics and Short Circuit Performance”, July, 2018. Available: Impact of Inverter Based 
Generation on Bulk Power System Dynamics and Short-Circuit Performance (TR68) (ieee-pes.org) 

https://resourcecenter.ieee-pes.org/publications/technical-reports/PES_TR_7-18_0068.html
https://resourcecenter.ieee-pes.org/publications/technical-reports/PES_TR_7-18_0068.html


Wind

Solar

Wind+Solar

Need to Rethink Existing UFLS Program
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 Significant amounts of UFLS with extended time delays

 Higher ROCOF caused by increasing penetrations of renewable 
resources

148 GW’s

Quadrupled in 

10-years since last U.S. 

UFLS event!!!



Wind

Solar

Wind+Solar

Need to Rethink Existing UFLS Program
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 Significant amounts of UFLS with extended time delays

 Higher ROCOF caused by increasing penetrations of renewable 
resources

196 GW’s
Quintupled in

12-years since last U.S. 

UFLS event!!!



UFLS Challenges Due to Motor Spin-Down
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Four 3-MVA induction motors

RLC loads (R=1.74 MW; L=C=1 MVAR)

120 kV
CB1 Transmission 

line

25 MVA

115 kV 13.2 kV

Motor 

load

RLC 

load

 Electromagnetic Transient Software (EMTS) program model is used 
to test for UFLS relay mis-trip under transient or lost source 
conditions

 Two commercially available EMTS programs were used and results 
were compared



UFLS Challenges Due to Motor Spin-Down
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Test#
RLC load 

connected

# of Motors 

connected

UFLS Levels 

1, 2, 3

6 cycle delay

UFLS Levels 

1, 2, 3

30 cycle 

delay
1 Resistor 4 Trip No Op

2 Resistor 3 Trip No Op

3 Resistor 2 Trip No Op

4 Resistor 1 Trip No Op

5 Capacitor 4 Trip No Op

6 Capacitor 3 Trip No Op

7 Capacitor 2 Trip No Op

8 Capacitor 1 Trip Trip

9 Inductor 4 Trip No Op

10 Inductor 3 Trip No Op

11 Inductor 2 Trip No Op

12 Inductor 1 Trip No Op

13 None 4 Trip No Op

14 None 3 Trip No Op

15 None 2 Trip No Op

16 None 1 Trip No Op

 Comparison of Time Delays – 6 cyc. vs. 30 cyc. (UV block = 67%):



UFLS Challenges Due to Motor Spin-Down
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 Test system details:



UFLS Challenges Due to Motor Spin-Down
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 ALL Test Cases:



UFLS Solution for Motor Spin-Down

14© 2022 Xcel Energy

81D1P 

Underfrequency 

Pickup

81D1D

0

81D1T

Underfrequency 

Timeout

27B81 

Undervoltage 

block

Voltage supervision

81D1P 

Underfrequency 

Pickup

81D1D

0

81D1T

Underfrequency 

Timeout

50P2 

Current 

supervision

Current supervision

ROCOF supervision

2

0

ROCOF 

Pickup 

81D4P

81D4T

LV1

UFLS Pickup 

81DIP
81D1

LV1

6

0

UFLS Pickup 

81DIP

81DIT

UF TRIP

1

2 3

27B81

 Use Supervision of Underfrequency Elements from IEEE C37.117



• The worst-case (lowest) ROCOF for motor bus
de-energization was 34 Hz/s

• Frequency decay experienced in South Australia during the 
2016 blackout was 6 Hz/s

UFLS Solution for Motor Spin-Down
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 ROCOF Supervision:



UFLS Solution for Motor Spin-Down
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Test
RLC Load 

Connection

Number of 

Motors 

Connected

UFLS With 

Undervoltage 

Block = 67%

UFLS With 

Undervoltage 

Block = 80%

UFLS With 

Current 

Supervision

UFLS With 

ROCOF 

Supervision

1 Resistor 4 Trip No Op No Op No Op

2 Resistor 3 Trip No Op No Op No Op

3 Resistor 2 Trip No Op No Op No Op

4 Resistor 1 Trip No Op No Op No Op

5 Capacitor 4 Trip No Op No Op No Op

6 Capacitor 3 Trip Trip No Op No Op

7 Capacitor 2 Trip Trip Trip No Op

8 Capacitor 1 Trip Trip Trip No Op

9 Inductor 4 Trip No Op No Op No Op

10 Inductor 3 Trip No Op No Op No Op

11 Inductor 2 Trip No Op No Op No Op

12 Inductor 1 Trip No Op No Op No Op

13 None 4 Trip No Op No Op No Op

14 None 3 Trip No Op No Op No Op

15 None 2 Trip Trip No Op No Op

16 None 1 Trip Trip Trip No Op

 Summary of Supervision Methods:



UFLS Solution Test for Motor Spin-Down – ALL delays 6-cyc.
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All Synchronous Generation Test 25% Wind Generation Test

50% Wind Generation Test 66% Wind Generation Test



UFLS Solution Test for Motor Spin-Down Conclusions
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 Verified that the 6-cycle UFLS time delay is too short to avoid UFLS relay mis-trips 
when source transmission line outages feeders with significant motor load

 Verified that the 30-cycle UFLS time delay prevents most UFLS misoperations due to 
motor spin-down

 Proved that the ROCOF supervisory scheme is the most secure of the three 
supervisory methods tested in preventing UFLS misoperations due to motor spin-
down

 Verified that implementation of ROCOF supervision of UFLS relays allowing use of 6-
cycle time delays results in higher frequency nadir, faster recovery to nominal 
frequency, and less load shed in some cases



UFLS Challenges Due to Excess Load Shedding
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❑ The system was modified to simulate a 66% IBR penetration case:

❑ Type IV wind farms

Inertia depleted by:

(125.64 – 42.867) / 125.64 * 

100 = 65.88%



❑ Loads were set to trip on underfrequency per our existing program

❑ 10% in each level

❑ 6-cycle time delay
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UFLS Challenges Due to Excess Load Shedding



❑ CAPE TS-Link example for trip of 490 MW Maple Unit 2

❑ All three levels of UFLS operate tripping 600 MW of load
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RoCoF = – 4.17 Hz/sec. 

UFLS Challenges Due to Excess Load Shedding



❑ 10/13 (77%) cases studied would result in potential uncontrolled generator tripping due 
to over/under frequency per NERC PRC-024 Standard

❑ 5/13 (38%) cases studied would lead to uncontrolled, instantaneous tripping of 
generation, leading to a blackout
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UFLS Challenges Due to Excess Load Shedding
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Solution #1:  Replace Inertia with Synchronous Condensers

Inertia depleted by Type IV Wind:

(125.64 – 42.867) / 125.64 * 100 = 65.88%

Inertia added back by 

SYNC CON:

(42.867 + 90.00) / 125.64 

* 100 = 105.75%

2,000 MW System
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Solution #1:  Replace Inertia with Synchronous Condensers

00% IBR RoCoF = – 0.97 Hz/sec.

SYNC CON RoCoF = – 1.19 Hz/sec.

400 MW’s UFLS

600 MW’s UFLS
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Solution #1:  Replace Inertia with SYNC CON Conclusions

 Replacing inertia with synchronous condensers can achieve similar, but not quite as 
good response as 00% IBR case.

 Synchronous condensers add inertia to the system, but can’t provide MW injection 
like synchronous generation can.

 Synchronous condensers are not cheap (~$25 million per 100 MVAR) and are 
maintenance intensive.

𝑇𝑒𝑠𝑡 𝑆𝑦𝑠𝑡𝑒𝑚 𝑆𝑌𝑁𝐶 𝐶𝑂𝑁 𝐶𝑜𝑠𝑡 = 10 units ∙ 1.5 ∙ $25 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 𝑝𝑒𝑟 100 𝑀𝑉𝐴𝑅 = $375 𝑚𝑖𝑙𝑙𝑖𝑜𝑛
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Solution #2: Arrest Frequency Pre-UFLS with BESS

Inertia depleted by Type IV Wind:

(125.64 – 42.867) / 125.64 * 100 = 65.88%

200 MW BESS

200 MW BESS

2,000 MW System
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Solution #2: Arrest Frequency Pre-UFLS with BESS

66% IBR RoCoF = – 0.97 Hz/sec.

66% IBR BESS RoCoF = – 1.19 Hz/sec.

400 MW’s UFLS

600 MW’s UFLS
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Solution #2: Arrest Frequency with BESS Conclusions

 BESS fast frequency response MW injection/absorption using only 10% of system 
peak load (2,000 MW system) can provide significant improvement in conventional 
UFLS program performance.

 BESS fast frequency response can reduce overall load shed by 50% or more.

 BESS’s are not cheap (~$115 million per 100 MW 4-Hr. duration).

𝑇𝑒𝑠𝑡 𝑆𝑦𝑠𝑡𝑒𝑚 𝐵𝐸𝑆𝑆 𝐶𝑜𝑠𝑡 = 2 𝑈𝑛𝑖𝑡𝑠(100 𝑀𝑊𝑒𝑎𝑐ℎ) ∙ $115 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 𝑝𝑒𝑟 100 𝑀𝑊 = $230 𝑚𝑖𝑙𝑙𝑖𝑜𝑛



❑ Trip AT the UF set point IF the RoCoF is greater than zero and less than 10 Hz/sec.

❑ NO intentional time delay for RoCoF tripping

❑ Maintain normal UF tripping

❑ Maintain UV inhibit at 67%

❑ Block tripping if RoCoF > 12 Hz/sec.
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Block tripping for motor 

spin-down caused by 

loss of source

The Need for Faster UFLS

Solution #3: Implement Patent Pending RoCoF UFLS Program

https://cms-cdn.selinc.com/assets/Literature/Publications/Technical%20Papers/7006_NeedFaster_KB_20210310_Web.pdf?v=20210324-233121#:~:text=When%20an%20underfrequency%20event%20occurs,%2C%20draft%20fans%2C%20etc.)


❑ Minor “tweaks” to fine-tune performance

❑ Raised under frequency detector to 59.8 Hz 

❑ Changed RoCoF bandwidths slightly
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Solution #3: Implement Patent Pending RoCoF UFLS Program
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❑ Some locations will have auto load restoration

❑ Currently only restore level 1 loads tripped

❑ Only restore 5% of total UFLS load available

❑ Only restore if upward RoCoF > 0.2 Hz/sec.

Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ CAPE allows building custom logic, which was done for every logic element of this 
RoCoF UFLS scheme
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Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ Trip more load in level 1, up to 25%, but minimum of 10%

❑ Trip 10% in level 2 and level 3
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Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ Trip 205 MW’s (10.25%) of level 1 load when RoCoF is less than 1.0 Hz/sec.
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Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ Trip 260 MW’s (13.00%) of level 1 load when RoCoF is between 1.0 Hz/sec. and 2.5 
Hz/sec.
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Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ Trip 410 MW’s (20.50%) of level 1 load when RoCoF is between 2.5 Hz/sec. and 3.75 
Hz/sec.
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Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ Trip 460 MW’s (23.00%) of level 1 load when RoCoF is between 3.75 Hz/sec. and 10 
Hz/sec.
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Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ Trip up to 255 MW’s of level 1 RoCoF only at level 3 with time delay

❑ Allows extra load shed at level 3 (22.75%) for high inertia, low RoCoF situations
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Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ CAPE TS-Link example for trip of 490 MW Maple Unit 2

❑ ONLY level 1 UFLS operates tripping 460 MW of load
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RoCoF = – 4.37 Hz/sec. 

Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ NONE of the cases studied would result in potential uncontrolled generator tripping 
due to over/under frequency per NERC PRC-024 Standard

❑ ALL final frequencies were within +/- 0.3 Hz of nominal
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Solution #3: Implement Patent Pending RoCoF UFLS Program



66% Existing UFLS vs. RoCoF UFLS

25% Existing UFLS vs. RoCoF UFLS

50% Existing UFLS vs. RoCoF UFLS

00% Existing UFLS vs. RoCoF UFLS

❑ ALL RoCoF UFLS Test System Study Results:
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Solution #3: Implement Patent Pending RoCoF UFLS Program



❑ RoCoF UFLS vs. Synchronous Condenser and BESS:
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Solution #3: Implement Patent Pending RoCoF UFLS Program
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Solution #3: Implement RoCoF UFLS Program Conclusions

 RoCoF UFLS program works well for inertia reductions up to 80%, resulting in final 
frequencies within +/- 0.5 Hz of nominal.

 RoCoF UFLS program is easy/cost effective to implement.

 RoCoF UFLS program can be implemented at a fraction of the cost of synchronous 
condensers or BESS.

𝑋𝑐𝑒𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝑁𝑀/𝑇𝑋 𝑅𝑜𝐶𝑜𝐹 𝐶𝑜𝑠𝑡 = ~135 𝑅𝑒𝑙𝑎𝑦𝑠 ∙ $150𝑘 𝑝𝑒𝑟 𝑅𝑒𝑙𝑎𝑦 = $20.25 𝑚𝑖𝑙𝑙𝑖𝑜𝑛

𝑋𝑐𝑒𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝑁𝑀/𝑇𝑋 𝐵𝐸𝑆𝑆 𝐶𝑜𝑠𝑡 = 2 𝑈𝑛𝑖𝑡𝑠(100 𝑀𝑊′𝑠) ∙ $115 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 ∙ 3 = $690 𝑚𝑖𝑙𝑙𝑖𝑜𝑛

𝑋𝑐𝑒𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝑁𝑀/𝑇𝑋 𝑆𝑌𝑁𝐶 𝐶𝑂𝑁 𝐶𝑜𝑠𝑡 = 10 units ∙ 1.5 ∙ $25 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 𝑝𝑒𝑟 100 𝑀𝑉𝐴𝑅 ∙ 3 = $1,125 𝑚𝑖𝑙𝑙𝑖𝑜𝑛



Next Steps to Implement New Program
❑ Continue testing various IBR penetration levels on actual Xcel Energy New Mexico-

Texas region (2025)

❑ Develop relay settings and test using COMTRADE file play-back in test lab

❑ Perform studies on actual system to determine optimum amount of BESS to provide 
inertial fast frequency response working in conjunction with RoCoF UFLS program to 
reduce amount of load shed when compared to existing UFLS program

❑ Write paper about RoCoF UFLS program with three co-authors and present at 
conferences

❑ Convince Xcel Energy Protection and Planning Departments that this is a necessary 
program to implement

❑ Convince Southwest Power Pool that this solution fits their PRC-006 mold and is 
worthy of implementation at SPS

❑ Implement program in the SPS region
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Conclusions
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❑ Underfrequency load shed programs across the industry are outdated and need to be 
modernized to operate successfully with systems that have high IBR penetrations and 
low system inertia that leads to high RoCoF

❑ If UFLS programs are left as-is, blackouts will become more common

❑ Implementing this new RoCoF UFLS scheme will better guarantee adequate load shed 
and blackout avoidance

❑ Implementing this new RoCoF UFLS scheme can potentially save millions of dollars in 
avoided costs of investment in synchronous condensers to replace depleted inertia and 
BESS to provide MW injection during UF events
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Pilot Schemes - PUTT

▪ PUTT schemes use both 
underreaching (Z1A and Z1B) and 
overreaching (Z2A and Z2B) elements. 

▪ Each terminal will trip directly for its 
underreaching element. Accelerate 
tripping at the remote end by sending 
a permissive trip signal for faults 
detected in Zone 1.

▪ Suitable for shorter transmission lines, 
focusing on faults near the relay 
terminals.

Permissive Under-Reach Transfer Trip



Pilot Schemes - POTT

▪ POTT uses overreaching (Zone 2) 
elements to detect faults. 

▪ Sends a permissive trip signal from the 
local to the remote relay when a fault 
is detected.

▪ Allows fast tripping for faults in the 
overreaching zone by communicating 
with the relay at the other end.

▪ Ideal for longer transmission lines, 
where overreaching protection is 
required to cover a larger area.

Permissive Over-Reach Transfer Trip



Line Differential Schemes

▪ Line differential protection is based on 
Kirchhoff’s Current Law (KCL), which 
compares the current entering and 
leaving of a transmission line.

▪ Line Differential Relays (LDR) at both 
ends of the line communicate in real-
time to detect and isolate faults.

▪ The system detects in-zone faults and 
isolates them quickly to ensure stable 
power transmission.

Line Differential Protection



Line Differential Schemes

Types of Line Differential Protection:

▪ Percent Differential Protection.
▪ Uses a differential current (Idiff) and a 

restraining signal (Ibias) to determine if a fault 
exists.

▪ The protection operates when Idiff exceeds a 
defined threshold relative to Ibias.

▪ Ideal for providing security against false trips 
caused by CT saturation.

▪ Alpha Plane Differential Protection
▪ Graphically represents phase current ratios on 

a complex plane

▪ Allows for more flexible and adaptable fault 
detection based on the relationship between 
phase currents.

▪ Defines operational zones with parameters like 
radii and sweep angles to determine stability 
and trip regions.

Differential Slope Characteristics

Alpha Plane Characteristics

https://selinc.com/api/download/3192

https://selinc.com/api/download/3192


End-To-End Testing Concepts

▪ Traditional testing relies heavily 
on GPS-based synchronization 
(IRIG-B signals) to ensure 
accurate fault simulation and 
timing coordination between 
local and remote ends.

▪ Two test sets are required: one 
at each end of the power line or 
transmission line, necessitating 
coordination between two 
operators. This makes the 
process complex and resource-
intensive.

▪ Faults are injected at both ends 
of the line with pre-fault, fault, 
and post-fault states.

Traditional End-to-End Testing Setup



End-To-End Testing Concepts

▪ Traditional end-to-end testing is 
typically static, focusing on one 
point at a time, which limits the 
ability to test dynamic behavior 
or complex protection schemes.

▪ Requires fiber-optic 
communication links between 
protective relays and test sets for 
fast signal transmission​.

▪ Fault conditions are simulated to 
verify relay response and ensure 
system reliability.

Traditional End-to-End Testing Setup



End-To-End Testing Concepts

Line Protection Relays End-End Testing: Steady State Method 

Test Set A

Test Set B



Line Protection Environment  Service Condition: Steady State Testing

Cloud-Based End-to-End Technology and Testing – Why?

▪ Local and Remote 

87L Relay trips in up 

normal fault 

conditions.

▪ Data handshake 

between Local and 

Remote Relays via 

FOC.



Cloud-Based End-to-End Technology and Testing – Why?

▪ Always need 

Multiple operators.

▪ Limited flexibility and 

Efficiency

▪ Difficulty in 

Simulating Complex 

Networking 

Conditions.

▪ Lake of Real-time 

Sharing and 

Analysis.

Line Protection Relays End-End Testing: Steady State Method Limitations



Cloud-Based End-to-End Technology and Testing – Why?

▪ Limitations on modern 

Line Differential 

Relays Algorithms 

validation.

Line Protection Relays End-End Testing (conventional) : Steady State

• Alpha Plane



Cloud-Based End-to-End Technology and Testing – How?

Line Protection Relays End-End Testing: Cloud-Based Approach

▪ Centralized Control and 

Flexibility.

▪ Reduced Operational 

Errors.

▪ Synchronization and 

Real-Time Data Sharing.



Cloud-Based End-to-End Technology and Testing – How?

Line Protection Relays End-End Testing: Cloud-Based Approach

▪ Efficiency and Resource 

Optimization.

▪ Enhanced Testing 

capabilities.

▪ End-to-end application 

testing extends beyond 

just line differential to 

include Line Distance 

Schemes as well!



Cloud-Based End-to-End Technology and Testing – How?

▪ State-of-the-art 

method: Integrating 

two test sets through 

cloud-level daisy 

chaining.

▪ Synchronized Testing.

▪ Integrated Software 

and Hardware.

▪ Cloud-Based Data 

Management.

▪ Internet is Mandatory

Line Protection Relays End-End Testing: Control From One End



Cloud-Based End-to-End Technology and Testing – How?

Line Protection Relays End-End Testing: Control From One End



Cloud-Based End-to-End Technology and Testing – What?

Line Protection Relays End-End Testing: Control From One End - Manual

Relay A

Prefault Fault

Relay B

GUI

Test Set A

Test Set B



Test Scenarios and Results – Traditional and Cloud-Based End-to-End 

▪ Every case was tested using both a conventional setup and a cloud-based setup

Cloud-based Test Setup Traditional Test Setup



Test Scenarios and Results – Traditional End-to-End 

Test Case 1: Traditional Test POTT

Relay A

Prefault Fault

Relay B

Test Set A

Test Set B



Test Scenarios and Results – Traditional End-to-End

Test Case 1: Traditional Test POTT

Relay A Relay B

AB fault at 10%. POTT. AB fault at 90%. POTT.



Test Scenarios and Results – Cloud-Based End-to-End 

Test Case 2: Cloud-Based Test POTT

Relay A

Relay B

Test Set A

Test Set B

Prefault Fault



Test Scenarios and Results – Cloud-Based End-to-End 

Relay A Relay BTest Case 2: Cloud-Based Test POTT



Test Scenarios and Results – Traditional End-to-End 

Test Case 3: Traditional Test PUTT

Relay A

Prefault Fault

Relay B

Test Set A

Test Set B



Test Scenarios and Results – Traditional End-to-End

Test Case 3: Traditional Test PUTT

Relay A Relay B

AB fault at 10%. PUTT.AB fault at 90%. PUTT.



Test Scenarios and Results – Cloud-Based End-to-End 

Test Case 4: Cloud-Based Test PUTT

Relay A

Relay B

Test Set A

Test Set B

Prefault Fault



Test Scenarios and Results – Cloud-Based End-to-End 

Test Case 4: Cloud-Based Test PUTT
Relay A Relay B

AB fault at 10%. PUTT.AB fault at 90%. PUTT.



Test Scenarios and Results – Traditional End-to-End 

Test Case 5: Traditional Test Line Differential Shot Test

Relay A

Prefault Fault

Relay B

Test Set A

Test Set B



Test Scenarios and Results – Traditional End-to-End

Test Case 5: Traditional Test Line Differential Shot Test

NOTE: Visualization of Alpha plane characteristics (or any) test is not possible with traditional testing 



Test Scenarios and Results – Cloud-Based End-to-End

Test Case 6: Cloud-Based Line Differential Test - Stability



Test Scenarios and Results – Cloud-Based End-to-End

Test Case 6: Cloud-Based Line Differential Test - Stability



Test Scenarios and Results – Cloud-Based End-to-End

Test Case 6: Cloud-Based Line Differential Test - Search



Test Scenarios and Results – Cloud-Based End-to-End

Test Case 6: Cloud-Based Line Differential Test - Shot



Summary

Centralized Testing: This technology allows for centralized control of testing procedures, where a single 
operator can manage tests from one end, enhancing efficiency and reducing manpower requirements.

Synchronization and Accuracy: It leverages GPS-based synchronization for precise timing across 
disparate locations, ensuring high accuracy in test signal injections and fault simulations.

Real-Time Data Sharing: The cloud-based platform enables real-time data sharing and analysis, 
allowing for immediate troubleshooting and enhanced collaborative efforts.

Resource Optimization: By reducing the need for physical presence at both ends of a testing location, 
it optimizes resources and potentially lowers the costs associated with traditional testing methods.

Innovative Approach: The system represents a significant innovation in the field of teleprotection 
testing. Its unique method is patent-pending, highlighting its novel contribution to the industry.



Conclusion

▪ Improved Efficiency: Cloud-based testing reduces the need for on-site personnel, enabling remote 
testing and lowering operational costs.

▪ Enhanced Accuracy: Real-time data monitoring and GPS synchronization ensure more precise and 
faster fault detection.

▪ Broader Testing Capabilities: Cloud-based systems allow for testing a wider range of fault scenarios, 
improving protection scheme reliability.

▪ Reduced Human Error: Automation and centralized control minimize the likelihood of mistakes 
during testing and setup.

▪ Future of Testing: As power systems continue to advance, cloud-based testing will play a crucial role 
in ensuring the reliability and efficiency of grid operations. This development enables seamless 
retrieval of data from both end relays, enhancing the accuracy and speed of the testing process.
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Scott Hayes and Davis Erwin

Pacific Gas and Electric



Public 

Purpose of 
Presentation

 Ensure Protection leaders are aware of the future costs, labor and 
timelines for compliance with NERC TPL-001.5 footnote 13 a-d.

 Briefly cover footnote 13 a-c including common problem areas.

 Cover footnote 13 d (control circuitry) in detail as well as discuss the 
SAR associated with 13 d.

 Protection groups may not be the asset owner for all components 
covered under footnote 13 a-d but we are the most qualified group to 
determine Single Point of Failure of Protection System components

 Several other entities have been contacted about their approach. 
The results were either: 

 Not aware of the concern.  

 Interpreted the exclusion in 13d to apply to all elements of the control 
circuit that are monitored and reported.  

 One Canadian Province is modifying 13d to change the requirement for 
local conditions to exclude all elements that are monitored and 
reported.
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NERC TPL-001.5.1 Footnote 13

• NERC Standard TPL-001.5.1  is a Transmission System Planning Performance 
Standard

• It requires an annual assessment of stability during specific faults with Delayed Fault 
Clearing due to failure of non redundant components of the Protection System

• TPL-001-5 mandates redundancy (or monitoring and reporting where allowed) 
of four Protection System components if stability studies reveal performance 
violations resulting from the failure of that Protection System component 
during a fault

• Identifying where redundancy exists, or monitoring and alarming exists is a very 
large effort and may require creating additional databases

• Exceptions/Exclusions are allowed for 13 b and c and are heavily used.
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Changes from TPL-001.4 to TPL-001.5

• TPL-001.4 footnote 13 included only one element of the NERC defined 
“                 ” -  Redundant protective relays.

• TPL-               4             p              “                 ”

• Protection System redundancy must be determined from an 
interpretation of language in footnote 13 and supporting NERC 
documentation.  It may be very different from how you would define 
redundancy.  
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NERC TPL-001.5 Footnote 13

• Footnote 13 requires elimination of all single points of failure.  T/F
• FALSE – Footnote 13 requires identification of locations where the redundancy tests of 13 a-d are 

not met to scope the transmission studies that will determine if mitigation is required

• Where redundancy tests are not met, backup clearing times, breakers, fault currents 
and Thevenin impedances must be provided for stability studies with SLG faults

• Providing these values is complicated for SLG faults if you use 67N elements.  

 i.e. Multistage sequential clearing – Not uniform Zone 2 times.

• Planning groups need to run studies with this information and determine where 
instabilities may occur.
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NERC TPL-001.5 Footnote 13

• Exceptions/Exclusions are allowed for 13 b-d and are heavily used 
outside of NPCC

• 13 d exclusion is written distinctly different than those of 13.b and 13.c.

• 13 b and 13 c lists an exception for the circuit.
• Communication System

• DC Supply

• 13 d only lists a subset of equipment that is excluded (trip coil only), not 
the circuit.
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TPL-001.5 Footnote 13. 

For purposes of this standard, non-redundant components of a Protection System to consider are as 

follows:  

a. A single protective relay which responds to electrical quantities, without an alternative (which may or 

may not respond to electrical quantities) that provides comparable Normal Clearing times; 

b. A single communications system associated with protective functions, necessary for correct operation of 

a communication-aided protection scheme required for Normal Clearing (an exception is a single 

communications system that is both monitored and reported at a Control Center); 

c. A single station dc supply associated with protective functions required for Normal Clearing (an 

exception is a single station dc supply that is both monitored and reported at a Control Center for both low 

voltage and open circuit); 

d. A single control circuitry (including auxiliary relays and lockout relays) associated with protective 

functions, from the dc supply through and including the trip coil(s) of the circuit breakers or other 

interrupting devices, required for Normal Clearing (the trip coil may be excluded if it is both monitored and 

reported at a Control Center). 
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13a. A single protective relay which responds to electrical quantities, 
without an alternative (which may or may not respond to electrical 
quantities) that provides comparable Normal Clearing times 

• At BES voltages all utilities likely apply two levels of microprocessor protective relays 

• No exclusion for protective relays for monitoring or alarming is given

• Common problem areas
• Many electromechanical relays and some solid state and microprocessor relays may lack 

redundancy

• Many older bus differential relay schemes are not redundant-can have significant system impacts

• Bank differential relaying needs to be checked for delayed clearing in some cases.

• Is redundant breaker failure protection required?
•                       pp                      p                                            “      
       ”                                                 B                                     
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13b. A single communications system associated with protective 
functions, necessary for correct operation of a communication-aided 
protection scheme required for Normal Clearing (an exception is a single 
communications system that is both monitored and reported at a Control 
Center); 

• A single communication system used to be the norm below EHV lines

• With digital communications it is now inexpensive to have redundant 
communication schemes.

• To rely on redundant digital communications, do we need to check for redundancy in 
    “     ”     p                     D    pp                    p    ?

• An exception is given for a single scheme that is monitored and reported at a Control 
Center.

• Can you produce evidence that every communication system is monitored and 
reported to a Control Center?
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13c. A single station dc supply associated with protective functions 
required for Normal Clearing (an exception is a single station dc supply 
that is both monitored and reported at a Control Center for both low 
voltage and open circuit) 

• Some utilities have redundant DC batteries on some or all of their BES stations.  

• Many utilities do not have redundant DC batteries at all BES stations.

• The exception for a single battery can be used but is complicated.

• Monitoring and alarming from the battery charger is generally not sufficient to 
meet the exception.

• See diagram on next slide.
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DC Supply Monitoring

• Most companies have DC UV alarms

• New battery chargers have 
sophisticated monitoring/alarms but 
typically do not detect open battery 
cells or connectors

• Typical battery charger monitoring 
cannot detect an open cell if DC load is 
still connected.  

• Battery Monitoring Systems are 
generally required to meet the 
monitoring exception.

• DC supply monitoring requirement of 
PRC-005 will meet TPL-001.5.

Figure from FERC Order No. 754 and NERC Technical Paper and Technical Rational for TPL-001.5
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13d. A single control circuitry (including auxiliary relays and lockout 
relays) associated with protective functions, from the dc supply through 
and including the trip coil(s) of the circuit breakers or other interrupting 
devices, required for Normal Clearing (the trip coil may be excluded if it 
is both monitored and reported at a Control Center). 

• Control circuitry in 13d is the most challenging part of footnote 13.

• Note the monitoring exclusion is only for the trip coil and no other 
components of the control circuit.

• The authors company has submitting a NERC Standard Authorization 
Request(SAR) to change 13d to allow excluding all components of the 
control circuit that are monitored and reported.

• See following figures
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Decide Where to Draw the Line;
Drawing from the Technical Rationale for TPL-001.5

• Can you draw the line of 
demarcation between DC Supply  
(footnote 13.c) and Control 
Circuits (footnote 13.d) anywhere?

• No gap should exist between DC 
Supply and Control Circuits.

• Have you ever had a complete DC 
panel failure?

Figure from FERC Order No. 754 and NERC Technical Paper and 
Technical Rational for TPL-001.5
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Control Circuitry – DC Panels

DC Supply

DC Panel 1

DC Panel 2

DC Panel 3

• If Primary and Backup Relays are both 
fed from the same DC Circuit they fail 
redundancy

• If Primary and Backup Relays are fed 
from separate circuits on DC Panel 1 
they fail redundancy

• If Primary Relay is fed from DC Panel 1 
and Backup Relay is fed from DC Panel 
3 they fail redundancy

• If Primary Relay is fed from DC Panel 1 
and Backup Relay is fed from DC Panel 
2 they pass redundancy

• What if a breaker DC and Breaker 
Failure Relay DC are fed from the same 
panel?
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Control Circuit – Monitored and Reported
• Note the number of elements in the 

control circuit: DC panel, fuses, 
breakers, control wire, aux relay, trip 
wire, trip coil

• This Installation provides redundancy 
or monitoring for every portion of the 
control circuit but does not meet the 
exclusion allowed in 13d.  The 
exclusion only applies to the trip coil

• If the relay alarm contacts are 
connected to a separate control 
circuit, a failure in the DC panel will 
trigger the relay alarm, a failure in the 
relay will trigger the relay alarm, a 
failure of the trip circuit Including the 
trip coil will trigger the trip circuit 
monitor alarm if programmed.

TCM is a Trip Coil Monitor or 
Trip Circuit Monitor?
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Control Circuitry –

Dual Trip Wires 
and 
Dual Trip Coils

• Best in Class / NPCC Required

• Design encouraged by 

Footnote 13d.

• Trip Coil – A Solenoid and latch in 

a circuit breaker to initiate a trip

• Trip Wire – Wire from any trip 

initiating device in the control 

house to the circuit breaker

• Trip Circuit – Trip Coil and Trip 

WireCircuit Breaker

Control Building 100% Redundant or 
monitored and reported per Footnote 13 a-d

TC
2

TC
1Trip Coil

Trip Wire
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Control Circuitry
 
Single Trip Wire
and 
Single Trip Coil

The only way to
meet 13 d is to 
add a second trip 
wire and trip coil

• Many Companies have some 

legacy breakers with single Trip 

Coils.

• Breakers with one Trip Coil 

generally have one Trip Circuit

• Trip Circuit Monitor - A device/ 

function that monitors an 

associated circuit breaker’s trip 

circuit for continuity and for the 

presence of tripping voltage and 

sets an externally readable alarm 

when continuity or tripping voltage 

is lost (a surrogate for the 

traditional red light on relay and 

control panels). IEEE Std 3004.8-

2016

• A Trip Circuit Monitor In the Control 

House monitors the entire Trip 

Circuit (Trip Wire + Trip Coil) but 

does not meet the monitoring 

exclusion for this configuration.

TC

Circuit Breaker

Control House 100% Redundant Per 
Footnote 13 a-d with Trip Circuit 
Monitor Inside Control House

Trip 
Circuit

https://ieeexplore.ieee.org/document/7930540
https://ieeexplore.ieee.org/document/7930540
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Control Circuitry –

Dual Trip Circuits
and 
Single Trip Coil

• Many companies have some 

legacy (old) breakers with single 

trip coils.

• An exclusion is provided for a 

single trip coil that is monitored and 

reported but the exclusion does not 

include the trip wire.

• This design is not practical.  It will 

require combining separate DC trip 

wires onto common terminals of 

the Trip Coil creating a single point 

of failure.  

TC

Control Building 100% Redundant 
Per Footnote 13 a-d

Circuit Breaker
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Future Impacts
Of Current 
Language

Current 
language in 13 d 
could require 
spending 
millions of 
dollars in a large 
substation with 
minimal benefit 

• When TPL-001-5 R 2.7 becomes 

enforceable, it will require 

corrective actions for studies that 

do not meet stability criteria.

• Control circuits in scope of TPL-

001-5 Footnote 13d that are non 

redundant, could require corrective 

action such as installation of a 

redundant trip wire and trip coil.

• Some installations utilize 

underground conduit (fig A) and 

some use trenches (figure B). 

• Underground conduit may be fully 

utilized, plugged with mud or 

collapsed in older substations.

• Adding new conduit in energized 

substations frequently requires 

hand digging, which can be 

extremely expensive with no 

significant reliability improvement.

Figure A: 
U/G 
Conduit 
Example

Figure B: 
Trench 
Example
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Track Future Changes to Your System

• Assuming your system is not perfect the following steps are required:
• Determine all BES elements that do not meet footnote 13 Redundancies.
• 13 d requires validating DC panel layout, DC circuit arrangement, Trip circuit 

redundancy, trip coil redundancy, Aux relay redundancy, etc.  Detailed print 
review by experienced engineers is required.  Estimates range from 2.5 to 5 
hours per BES line.

• Creating a process or database for this information and keeping this 
up to date as equipment is installed or replaced will save large 
amounts of labor as you perform this evaluation for annual TPL -001 
studies for gap analysis.

• Footnote 13 a-d cover parts of the Protection System but do 
Protection Engineers manage or own all of the assets covered?   
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Evidence of Monitor and Reported to a 
Control Center

• Evidence should be a list of Alarm Points displayed for Control Center 
Operators tied to every exception taken for Monitor and Reporting.

• Telling an auditor it is your standard practice may not be acceptable.

• Looking at alarms wired to an RTU at a substation may not be 
acceptable.

• The authors assumed that all required monitor and report elements 
were displayed at Control Center per company standards.  This was 
determined to be inadequate due to SCADA mapping or naming 
errors on numerous points.
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TPL-001.5.1 Footnote 13 d
Standards Authorization Request – Submitted by PG&E

Purpose of SAR

                                                         x           “any non-redundant components of the 

control circuitry that are both monitored and reported”                             x                         p 

coil. The proposed modification will reduce the burden on the DP, GO, and TO that would be required to install 

redundant control circuitry to ensure the BES will operate reliably over a broad spectrum of system conditions 

and following a wide range of probable contingencies that are studied under the TPL-001-5.1 Reliability 

Standard. This goal can be accomplished by modifying the exclusion language to include monitored and 

reported components of the control circuitry while reducing risk to BES performance by avoiding additional 

Protection System complexity.

•                               p        x             “   p     ”    
“   p        ”                      “                 ” 
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TPL-001.5.1 Footnote 13 d
Standards Authorization Request – Submitted by PG&E

Timeline

Project 2022-              z                   p    A ’                           MOD-032 and IBR issues related 

to TPL-001.5.

PG&E submitted SAR to NERC on December 8, 2022

SAR to modify TPL-001.5 footnote 13 accepted by NERC Board of Directors and assigned to existing SDT 2022-02.

FERC Order 901 became effective on December 18, 2023.

Project 2022-02 phase 1 to modify MOD-032 is considered high priority and may be completed by the end of 2025

Project 2022-02 phase 2 to modify TPL-001.5 currently has no projected timeline.

The NERC SPCWG has created a draft white paper to assist the SDT and a draft Implementation Guidance document 

related to TPL-001.5 footnote 13 d. Neither of these efforts has resulted in any change.
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Shared Bus With Separate DC Supply and 
Control Circuitry

IPP Generation Plant  
726 MW Generation

1. TPL-001.5 only applies to TP and TPC.
2. Bus fault with IPP battery failure.
3. Fault on CB 232, 242, 332, 432 or 442 with 

battery failure at IPP.
4. Fault on Switches 237, 247, or 437 with single 

point of failure in control circuitry.
5. These faults will result in delayed clearing. 
6. Should utility require IPP and load customers 

to meet TPL-001.5 footnote 13 requirements?
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Questions?
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BAAH bus fault.  Non Redundant Bus Differential scheme fails
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Short Line / Longer Line

29

• Short Line/Long Line can be an overtrip issue.
• Zone 2 on long lines may outreach Zone 1 on short lines.
• If a fault on a short line occurs with a DC supply failure or 

communication failure multiple lines may trip out of section.

B
U

S-
1

 E

B
U

S-
2

 E

272

212

282

262

272

2356

262

222420

242

202

222

242

210 232
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Generator or Load 
Customer 
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Do we have areas in our protection systems that

have failed, yet we are missing the data?



Field-returned data demonstrate 
self-testing effectiveness

▪ Assessed 3,300 relays

▪ Recognized I/O as one of the 
last self-testing gaps

I/O
37%

Analog 
inputs
30%

Comms
25%

Other
8%

Critical failures not detected
by self-tests



Trip circuit is critical to power 
system operation

52b

IN101
Brk Sta

IN102
TCM

–dc

Trip coil

52a

+dc

OUT101
Relay A

OUT101
Relay B

It is time to reevaluate our trip contacts?



New output contact provides 
comprehensive monitoring

CM outputs 

▪ Are built on proven high-
speed, high-current
output contact

▪ Incorporate 

– Voltage: 0–300 V

– Current: 0–20 A

CM
OUT101

V

I
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What does current tell us?

Region 1 – 

contact closure 

and current rise

Region 2 – plunger 

acceleration

Region 3 – postplunger 

movement 

Region 4 – breaker 

contact operation 

and current decay
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Different 
breaker 
types and 
ratings



52a

+dc

OUT
CM

I

V

Relay A

–dc

Simple algorithm for 
single contact

▪ Success when current is measured

▪ Fail when no current is measured



–dc

Trip coil

52a

Relay A Relay B

V
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OUT
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OUT
CM

+dc

Success when current is measured

OUT A – SUCCESS



–dc

Trip coil

52a

Relay A Relay B

V
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OUT
CM

V

I

OUT
CM

+dc

Declaring fail is not as simple

OUT A – SUCCESS

OUT B – ?FAIL



TRIP WINDOW A/B

–dc

Trip coil

52a

Relay A Relay B

V

I

OUT
CM

V

I

OUT
CM

+dc

Relays know when closed output 
should measure current
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Trip coil

52a

Relay A Relay B

V
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OUT
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V

I

OUT
CM

+dc

Fail is only declared in trip window

OUT B – FAIL

TRIP WINDOW A/B

OUT A – SUCCESS
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Trip coil

52a

Relay A Relay B

V
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OUT
CM

V

I

OUT
CM

+dc

Output closes outside of trip window

OUT B – ?NO CALL

TRIP WINDOW A/B

OUT A – SUCCESS



–dc

Trip coil

52a

Relay A Relay B

V

I

OUT
CM

V

I

OUT
CM

+dc

Both outputs declare success

OUT B – SUCCESS

OUT A – SUCCESS

TRIP WINDOW A/B
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TCM
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Trip circuit monitor is built-in

–dc

Trip coil

52a

+dc Relay A Relay B

Test 
switch

Test 
switch



No visibility in 

redundant path

What is a hidden failure?

Input(s)

Hidden failure 

(N-1)

OK

Failure (N-1-1)

FAIL

Output



Redundancy is ineffective if 
not constantly supervised

▪ High expense

▪ Hidden problems
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Reference: IEC TR 61850-90-12:2020



–dc1

Trip Coil 1

52a

+dc1

OUT101
CM

–dc2

Trip Coil 2

52a

+dc2

Relay A Relay B

OUT102
CM

OUT101
CM

OUT102
CM

Hidden failures in cross-tripping scheme



AND

62-2 retrip timer
Alternate 

connection 

50BF

BFI
BF trip

PU

DO
RETRIP

62-1 BF timer

PU

DOTRIP

OUT1
Main trip

TC1

OUT2
Retrip

TC2

Which output trips the breaker?



SPT breaker wired to trip all three poles

+dc

OUT
CM

I

V

Relay A

Trip Coil A

52aa

Trip Coil B

52ab

Trip Coil C

52ac

-dc

All three 

coils operate

Two coils 

operate

TC healthy

5 A

10 A

15 A

20 A



Use manual switching to validate trip circuits

–dc1

Trip Coil 1

52a

+dc1

OUT101
CM

–dc2

Trip Coil 2

52a

+dc2

Relay A Relay B

OUT102
CM

OUT101
CM

OUT102
CM

Time since last

successful operation

Relay A

OUT101 – 21 days

OUT102 – 21 days

Relay B

OUT101 – 163 days

OUT102 – 553 days

RTU selects Relay B OUT102 

for manual trip 



TRIP WINDOW

Slow breaker can indicate maintenance need

A

A

A

A

A

A

A



Use CM data to proactively monitor health

RTU/automation controller

▪ TC profiles composites 

▪ Basic profile analysis

SCADA/central repository

▪ TC profile of all
similar equipment

▪ Advanced profile analysis 



Hidden failures eventually line up

Source: BenAveling



Conclusion

▪ Detects previously
hidden failures

▪ Complements traditional TCM

▪ Provides missing data for critical 
trip circuits

▪ Opens the door to condition-
based monitoring… and more!

V

I

OUT
CM

V

I

OUT
CM

–dc

Trip coil

52a

+dc Relay A Relay B

Test 
switch

Test 
switch



Questions?

Scan for corresponding technical paper
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